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Abstract

In this paper, we solve the Leray’s problem for the stationary Navier-Stokes system in a 2D infinite dis-
torted strip with the Navier-slip boundary condition. The existence, uniqueness, regularity and asymptotic 
behavior of the solution are investigated. Moreover, we discuss how the friction coefficient affects the well-
posedness of the solution. Due to the validity of the Korn’s inequality, all constants in each a priori estimate 
are independent of the friction coefficient. Thus our method is also valid for the total-slip and no-slip cases. 
The main novelty is that the total flux of the velocity can be relatively large (proportional to the slip length) 
when the friction coefficient of the Navier-slip boundary condition is small, which is essentially different 
from the 3D case.
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1. Introduction

Consider the Navier-Stokes equations

{
u · ∇u + ∇p − �u = 0,

∇ · u = 0,
in S ⊂ R2, (1.1)

subject to the Navier-slip boundary condition:

{
2(Su · n)tan + αutan = 0,

u · n = 0,
on ∂S. (1.2)

Here Su = 1
2

(∇u + ∇T u
)

is the stress tensor, where ∇T u represent the transpose of ∇u, and n
is the unit outer normal vector of ∂S . For a vector field v, we denote vtan its tangential part:

vtan := v − (v · n)n,

and α ≥ 0 in (1.2) stands for the friction coefficient which may depend on various elements, 
such as the property of the boundary and the viscosity of the fluid. When α → 0+, the boundary 
condition (1.2) turns to be the total Navier-slip boundary condition, while when α → ∞, the 
boundary condition (1.2) degenerates into the no-slip boundary condition u ≡ 0. In this paper, 
we consider the general case, which assumes 0 ≤ α ≤ +∞.

The domain S is a two dimensional infinitely distorted smooth strip as follows (See Fig. 1.).
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Fig. 1. The infinitely distorted strip S .

Here, SR and SL are two semi-infinitely long straight strips. In the cartesian coordinate system 
x1Ox2, the strip

SR := {x ∈R2 : (x1, x2) ∈ (0,∞) × (0,1)},
while in the cartesian coordinate system y1O

′y2, the stripe

SL := {y ∈ R2 : (y1, y2) ∈ (−∞,0) × (0, c0)}.
Here c0 is a fixed constant. They are smoothly connected by the compact distorted part S0 in 
the middle. We do not insist the domain S to be simply connected, but all obstacles, with their 
boundaries are smooth Jordan curves, must lie in S0, and keep away from upper and lower 
boundaries of S , i.e. ∂S+ and ∂S−, respectively.

Before stating our main results, we give some notations for later convenience.

Notations

Throughout this paper, Ca,b,c,... denotes a positive constant depending on a, b, c, ..., which 
may be different from line to line. For simplicity, a constant CS , depending on geometry prop-
erties of S , is usually abbreviated by C. Dependence on S is default unless independence of 
S is particularly stated. We use e1, e2 to denote the unit standard basis in the cartesian coor-
dinate system x1Ox2, and e′

1, e
′
2 to denote the unit standard basis in the cartesian coordinate 

system y1O
′y2. Meanwhile, for any ζ > 1, SR,ζ = (0, ζ ) × (0, 1) in the cartesian coordinate 

system x1Ox2, and SL,ζ = (−ζ, 0) × (0, c0) in the cartesian coordinate system y1O
′y2. Then 

the truncated strip is defined by:

Sζ := SL,ζ ∪ S0 ∪ SR,ζ . (1.3)

We use ϒ±
ζ to denote the right and left part of Sζ\Sζ−1 as follows:

ϒ+
ζ := SR,ζ \SR,ζ−1, ϒ−

ζ := SL,ζ \SL,ζ−1.

We also apply A � B to state A ≤ CB . Moreover, A  B means both A � B and B � A.
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For 1 ≤ p ≤ ∞ and k ∈N , Lp denotes the usual Lebesgue space with norm

‖f ‖Lp(D) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

⎛
⎝∫

D

|f (x)|pdx

⎞
⎠1/p

, 1 ≤ p < ∞,

esssupx∈D|f (x)|, p = ∞,

while Wk,p denotes the usual Sobolev space with its norm

‖f ‖Wk,p(D) :=
∑

0≤|L|≤k

‖∇Lf ‖Lp(D),

where L = (l1, l2) is a multi-index. We also simply denote Wk,p by Hk provided p = 2. Finally, 
D denote the closure of a domain D. A function g ∈ W

k,p

loc (D) or Wk,p

loc (D) function means 
g ∈ Wk,p(D̃), for any D̃ compactly contained in D or D.

For the 2D vector-valued function, we define

H(S) :=
{
ϕ ∈ H 1(S;R2) : ϕ · n∣∣

∂S = 0
}

,

Hσ (S) :=
{
ϕ ∈ H 1(S; R2) : ∇ · ϕ = 0, ϕ · n∣∣

∂S = 0
}

,

and

Hσ,loc(S) :=
{
ϕ ∈ H 1

loc(S; R2) : ∇ · ϕ = 0, ϕ · n∣∣
∂S = 0

}
.

We also denote

X := {
ϕ ∈ C∞

c (S ; R2) : ∇ · ϕ = 0, ϕ · n∣∣
∂S = 0

}
.

Clearly, X is dense in Hσ in H 1(S) norm. For matrices � = (γij )1≤i,j≤2 and K = (κij )1≤i,j≤2, 
we denote

� : K =
2∑

i,j=1

γij κij .

1.1. The generalized Leray’s problem in the distorted strip

For a given flux 
 which is supposed to be nonnegative without loss of generality, we con-
sider Poiseuille-type flows, PR


 =: P R

 (x2)e1 and P L


 =: P L

(y2)e

′
1, of (1.1) with the boundary 

condition (1.2) in Si (i denotes R or L), then we will find that
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
(
P R


 (x2)
)′′ = CR, in (0,1),(

P R

 (0)

)′ = αP R

 (0),

(
P R


 (1)
)′ = −αP R


 (1),

1∫
0

P R

 (x2)dx2 = 
,

(1.4)

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
(
P L


(y2)
)′′ = CL, in (0, c0),(

P L

(0)

)′ = αP L

(0),

(
P L


(c0)
)′ = −αP L


(c0),

c0∫
0

P L

(y2)dy2 = 
,

(1.5)

where the constants Ci are uniquely related to 
. Direct computation shows that

⎧⎪⎪⎨
⎪⎪⎩

P R

 (x2) = 6


6 + α

[
α(−x2

2 + x2) + 1
]
;

P L

(y2) = 6


c2
0 (6 + c0α)

[
α(−y2

2 + c0y2) + c0

]
.

(1.6)

And

|(P i

)′| ≤ C

α


1 + α
, ∀i ∈ {L,R}, (1.7)

where C > 0 is a constant independent of both α and 
.
The main objective of this paper is to study the solvability of the following generalized Leray’s 

problem: For a given flux 
, to find a pair (u, p) such that

{
u · ∇u + ∇p − �u = 0, ∇ · u = 0, in S,

2(Su · n)tan + αutan = 0, u · n = 0, on ∂S,
(1.8)

with

1∫
0

u1(x1, x2)dx2 = 
, for any x ∈ SR (1.9)

and

u → P i , as |x| → ∞ in Si . (1.10)
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To prove the existence of the above generalized Leray’s problem, we first introduce a weak 
formulation. Multiplying (1.8)1 with ϕ ∈ X and integration by parts, by using the boundary 
condition (1.8)2, we can obtain

2
∫
S

Su : Sϕdx + α

∫
∂S

utan · ϕtandS +
∫
S

u · ∇ϕ · udx = 0, for all ϕ ∈ X. (1.11)

Now we define the weak solution of the generalized Leary’s problem:

Definition 1.1. A vector u : S → R2 is called a weak solution of the generalized Leray problem 
(1.8) to (1.10) if and only if

(i). u ∈Hσ,loc(S);
(ii). u satisfies (1.11);
(iii). u satisfies (1.9) in the trace sense;
(iv). u − P i


 ∈ H 1(Si ), for i = L, R. �
Remark 1.2. The weak solution also satisfies a generalized version of (1.10). Actually, it follows 
from the trace inequality ([10, Theorem II.4.1]) that for any x ∈ SR :

1∫
0

|u(x1, x2) − P R

(x2)|2dx2 ≤ C‖u − P R


‖2
H 1([x1,+∞)×[0,1]), ∀x1 > 0, (1.12)

where the constant C is independent of x1. Using (iv) in Definition 1.1, the estimate (1.12)
implies that

1∫
0

|u(x1, x2) − P R

(x2)|2dx2 → 0, as x1 → ∞.

The case in SL is similar. �
The following result shows that for each weak solution we can associate a corresponding 

pressure field. See the proof in Section 3.2 below.

Lemma 1.3. Let u be a weak solution to the generalized Leray’s problem defined above. Then 
there exists a scalar function p ∈ L2

loc(S) such that

∫
S

∇u : ∇ψdx +
∫
S

u · ∇u · ψdx =
∫
S

p∇ · ψdx

holds for any ψ ∈ C∞(S; R2). �
c
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1.2. Main results

Now we are ready to state the main theorems of this paper. The first one is existence and 
uniqueness of the weak solution, the second one addresses the regularity and decay estimates of 
the weak solution.

Theorem 1.4. Let 0 ≤ α ≤ +∞ be the friction coefficient given in (1.2). Assume that S is the 
aforementioned smooth strip. Then there exists C0 > 0, independent of α, such that

(i) if

α


1 + α
≤ C0, (1.13)

then the 2D generalized Leray’s problem (1.8)-(1.9)-(1.10) has a weak solution (u, p) ∈
H1

σ,loc(S) × L2
loc(S) satisfying

∑
i=L,R

‖u − P i

‖H 1(Si )

≤ 
eC
, (1.14)

for some constant C independent of α.
(ii) Moreover, if ũ is another weak solution of (1.8)-(1.9)-(1.10) with the flux 
 ≤ C0, and satis-

fies that for ζ → ∞,

‖∇ũ‖L2(Sζ ) = o
(
ζ 3/2

)
, (1.15)

then ũ ≡ u. �
Remark 1.5. Here we give several remarks.

• In the existence result (i), noticing that the flux at the cross section 
 can be relatively large 
when α < 1 is small, since one only needs 
 ≤ 2C0α

−1. Here α = 0 means the flux 
 can 
be arbitrarily large.

• The limiting case α = 0 (i.e., the total slip situation) has already been considered in [21], 
where an extra geometry restriction on the shape of the strip was imposed and the uniqueness 
was not considered there.

• The limiting case α = +∞ corresponds to the famous Leray’s problem with the no-slip 
boundary condition which has been investigated for a long period of time. See a systematic 
review and study in [10, Chapter XIII].

• From the uniqueness result in Theorem 1.4, we see that uniqueness can be only guaranteed 
by assuming that 
 is small enough, independent of the scale of α. Actually uniqueness of 
the weak solution is a more complicated problem than existence. See some discussion and 
non-uniqueness results in [10, Chapter XII.2] for the stationary 2D exterior problem. �

The following Theorem gives the smoothness and the asymptotic behavior of a weak solution, 
which decays exponentially to the Poiseuille flow P i


 at each Si as |x| tends to infinity. Only the 
partial smallness condition (1.13) is imposed.
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Theorem 1.6. Let u be a weak solution stated in the item (i) of Theorem 1.4. Then

u ∈ C∞(S)

such that: For any m ≥ 0,∑
i=L,R

‖∇m(u − P i

)‖L2(Si )

+ ‖∇mu‖L2(S0)
≤ C
,m. (1.16)

Meanwhile, the following pointwise decay estimates hold for sufficiently large |x|:

|∇m(u − P L

)(y)| ≤ C
,meσ
,my1 , for all y1 << −1;

|∇m(u − P R

)(x)| ≤ C
,me−σ
,mx1 , for all x1 >> 1.

(1.17)

Here C
,m and σ
,m are positive constants depending only on 
 and m. �
Moreover the corresponding pressure p enjoys estimates akin to (1.16) and (1.17). See Re-

mark 4.3.

Remark 1.7. After our paper was posted on arXiv, we were informed by Professor Chunjing 
Xie that their group are also considering 2D Leray’s problem with Navier-slip boundary and 
two manuscripts [29,30] on this topic are finished. We are grateful for their kindness of sending 
us their manuscripts. After communicating with them, we found that though there are partial 
overlaps of results, the main proof and results differ in many aspects. Both manuscripts [29,30]
by Sha-Wang-Xie and the present one by us have each own features and focusing points. Reader 
can refer to [29,30] for more details.

1.3. Influence of the friction coefficient for the well-posedness

Unlike the 3D generalized Leray’s problem with the Navier-slip boundary condition in our 
recent work [19], the friction coefficient α plays an important role for the well-posedness in the 
2D problem. Some interesting results different from the 3D problem are presented as follows:

(i). Largeness of the flux 
 when we show the existence, regularity and asymptotic behavior of 
the constructed H 1 weak solution.

(ii). The α-independence of all the estimates in Theorem 1.4 and Theorem 1.6 indicates that our 
results are uniform with the friction coefficient α and can be applied to the limiting cases 
α = 0 (total slip case) and α = ∞ (classical Leray’s problem).

The main reason behind the above improvements is the validity of the Korn-type inequality 
(L2 norm equivalence between ∇v and Sv) in the 2D strip domain S as displayed in Lemma 2.6
and Corollary 2.7, which fails in the 3D pipe as Remark 2.8.

1.4. Difficulties, outline of the proof and related works

Difficulties and corresponding strategies In two dimensional case, compared with the no-slip 
boundary condition, the main difficulties of the problem with Navier-slip boundary condition lie 
in the following:
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(i). For a given flux, construction of a smooth solenoidal flux carrier, satisfying the Navier-slip 
boundary condition, and equaling to the Poiseuille flow at a large distance;

(ii). Achieving Poincaré-type inequalities and Korn-type inequalities in the distorted strip S .

In order to overcome difficulties listed above, our main strategies are as follows:

(i). In order to construct the flux carrier, we first introduce a uniform curvilinear coordinates 
transform near the boundary: T : x → (s, t) to smoothly connect the two semi-infinite long 
straight strips and the middle distorted part. Under this curvilinear coordinates, a thin strip 
near the boundary of the middle distorted part is straightened. Under the curvilinear coor-
dinates (s, t), the flux carrier is constructed to smoothly connect the Poiseuille flows PL




and P R

 at far field with a compact supported divergence-free vector σ ′

ε(t)es in S0. In the 
intermediate parts, they can be glued smoothly, and the divergence-free property together 
with the Navier-slip boundary condition keep valid.

(ii). The Poincaré inequality and Korn’s inequality play important roles during the proof. For the 
no-slip boundary condition, Poincaré inequality can be applied directly by using zero bound-
ary condition. However, in the case of the Navier-slip boundary condition, the Poincaré 
inequality is not obvious in the middle distorted part S0. First, in SL or SR , after subtracting 
the constant flux, v · e1 (or v · e1

′) has zero mean value in any cross line, and then combining 
the impermeable boundary condition, which indicates that v · e2 = 0 (or v · e2

′ = 0) on the 
boundary, we can achieve Poincaré inequality in the straight strips. Based on the result in 
the straight strip, we derive the Poincaré inequality in S0 by the trace theorem and a 2D 
Payne’s identity (2.13). See Lemma 2.4. The α-independence of constants during the proof 
of main theorems is creditable to Korn’s inequalities in 2D strips. The Korn’s inequality is 
proved via a contradiction argument, which is given in Section 2, and is highly dependent 
on the compactness of the curvature of the boundary. It is not valid in the 3D case. See a 
counterexample in Remark 2.8.

Outline of the proof The existence and uniqueness of the solution will be given in Section 3. 
Before proving the existence theorem, a smooth solenoidal flux carrier a will be carefully con-
structed under the help of the uniformly curvilinear coordinates near the boundary ∂S−. By 
subtracting this smooth flux carrier, the existence problem of (1.8)-(1.9)-(1.10) is reduced to a 
related one that the solution approaches zero at spacial infinity, which can be handled by the 
standard Galerkin method.

The main idea of proving the uniqueness is applying Lemma 2.11, which was originally an-
nounced in reference [17] and used to prove the uniqueness of the Leray’s problem with no-slip 
boundary. Although our idea originates from [17], there are many differences from the previ-
ous literature. Some estimates of the present manuscript is much more complicated, involving 
the Poincaré inequality in a distorted strip as shown in Lemma 2.4 and Korn’s inequality in 
Lemma 2.6.

Proofs of the asymptotic behavior and smoothness of weak solutions are given in Section 4. 
The main idea in deriving the exponential decay of H 1 weak solutions is to derive a first order 
ordinary differential inequality for the L2 gradient integration in domain S\Sζ . For the global es-
timates of higher-order norms, by using a “decomposing-summarizing” technique, H 1 estimate 
of the vorticity in S will be obtained, and then Biot-Savart law indicates H 2 global estimate of 
the solution. Using the bootstrapping argument, higher-order global estimates then follow. This 
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also leads to the higher-order exponential decay estimates, by utilizing the H 1-decay estimate 
and interpolation inequalities.

Some related works The well-posedness study of the stationary Navier-Stokes equations in an 
infinite long pipe (or an infinite strip in the 2D case) with no-slip boundary condition and toward 
the Poiseuille flow laid down by Ladyzhenskaya in 1950s [15,16], in which the problem was 
called Leray’s problem. Later by reducing the problem to the resolution of a variational prob-
lem, Amick [3,4] obtained the existence result of the Leray’s problem with small flux, but the 
uniqueness was left open. For the planar flow, Amick–Fraenkel [5] studied the Leray’s problem 
in various types of stripes distinguished by their properties at infinity. An approach to solving the 
uniqueness of small-flux solution via energy estimate was built by Ladyzhenskaya-Solonnikov 
[17], in which authors also addressed the existence and asymptotic behavior results. There are 
also some papers considering similar problems in domains with paraboloid-type outlets to infin-
ity (see for example [24,25]), or in infinite three-dimensional layers. In these cases, it has been 
demonstrated that the solution of the stationary Navier-Stokes system tends to some approximate 
solutions replacing the Poiseuille flow at infinity. See [2,12,26] for more related conclusions, also 
[10, Chapter XIII] for a systematic review to the Leray’s problem with the no-slip boundary con-
dition. We also mention some two dimensional results on the non-stationary “Leray problem” 
in domains with cylindrical and channel-like outlets in [27,28] and references therein. Recently 
Yang-Yin [35] studied the well-posedness of weak solutions to the steady non-Newtonian fluids 
in pipe-like domains. Wang-Xie in [32] studied the existence, uniqueness and uniform structural 
stability of Poiseuille flows for the 3D axially symmetric inhomogeneous Navier-Stokes equa-
tions in the 3D regular cylinder, with a force term appearing on the right hand of the equations.

The Navier-slip boundary condition was initialed by Navier [23]. It allows fluid slip on the 
boundary with a scale proportional to its stress tensor. Different from the no-slip boundary, the 
Leray’s problem with the Navier-slip boundary condition requires much more complicated math-
ematical strategies. [21,22,14] studied the solvability of the steady Navier-Stokes equations with 
the perfect Navier-slip condition (α = 0). In this case, the solution approaches to a constant vector 
at the spatial infinity. Authors in [6,11,1] studied the properties of solutions to the steady Navier-
Stokes equations with the Navier-slip boundary in bounded domains. Wang and Xie [33] showed 
the uniqueness and uniform structural stability of Poiseuille flows in an infinite straight long 
pipe with the Navier-slip boundary condition. Authors of the present paper studied the related 
3D Leray’s problem with the Naiver-slip boundary condition [19] under more strict smallness 
of the flux than the recent paper on 2D case. They also proved the characterization of bounded 
smooth solutions for the 3D axially symmetric Navier-Stokes equations with the perfect Navier-
slip boundary condition in the infinitely long cylinder [18].

This paper is arranged as follows: In Section 2, some preliminary works are contained, in 
which a uniform curvilinear coordinate near the boundary will be introduced and the Navier-
slip boundary condition will be written under this curvilinear coordinate frame, and some useful 
lemmas will be presented. We will concern the existence and uniqueness results in Section 3. 
Finally, we focus on the higher-order regularity and exponential decay properties of the solution 
in Section 4.

2. Preliminary

First, we introduce a uniformly curvilinear coordinate near the boundary, which will help to 
construct the flux carrier. This curvilinear coordinates can be viewed as the straightening of the 
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boundary in the distorted part S0. Under this curvilinear coordinates, the Navier-slip boundary 
condition in (1.2) on the boundary of S0 will share almost the same form as that in the semi-
infinite straight part of SL and SR . See (2.10) below.

2.1. On the uniformly curvilinear coordinates near the boundary

To investigate the delicate feature of the Navier-slip boundary condition, also to construct 
the flux carrier in the distorted part of the strip, one needs to parameterize the boundary of S . 
Recalling that

∂S = ∂S+ ∪ ∂S− ∪ ∂SOb,

where ∂S± are upper and lower boundary portions of S , while ∂SOb denotes the union of bound-
aries of obstacles in the middle of the strip. For convenience, we only parameterize ∂S− since the 
others are similar. Besides, under this parameterized curvilinear coordinates, we will construct 
the divergence-free flux carrier, which is supported in

S−(δ) := {x ∈ S : dist(x, ∂S−) < δ},

for some suitably small δ in the next section.
Denote

∂S− = {b(s) = (b1(s),b2(s)) ∈ R2 : s ∈R}, (2.1)

where b1(s), b2(s) are smooth functions of s. Without loss of generality, we suppose the param-
eter s ∈ R being the arc length parameter of ∂S−, so that

|b(s)| =
√

(b′
1(s))

2 + (b′
2(s))

2 ≡ 1, ∀s ∈R.

By the definition of S given in Section 1, ∂S− lies on part of straight lines {y2 = 0} or {x2 = 0}
except a compact distorted part in the middle, and there exists s0 > 0 such that

∂S− ∩ S0 = {b(s) = (b1(s),b2(s)) ∈R2 : s ∈ [−s0, s0]}. (2.2)

This indicates b(s0) = O and b(−s0) = O ′. Meanwhile, all “obstacles” inside S are away from 
it.

Because of the compact distortion, ∂S− must satisfy the following condition:

Condition 2.1 (Uniform interior sphere). For any point z ∈ ∂S−, there exists a disk Kz, with its 
radius being Rz, such that

Kz ∩ (R2 − S) = {z}.

Meanwhile, there exists δ > 0 such that

Rz ≥ 2δ, ∀z ∈ ∂S−. � (2.3)
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Due to the uniform interior sphere condition, for any x ∈ S−(δ), there exists a unique point 
z ∈ ∂S− such that |x − z| = dist(x, ∂S−). Recalling (2.1), there exists a unique pair (s, t) ∈
R ×[0, δ) such that y = b(s) and t = dist(x, z). In this way, the following mapping is one-to-one 
and well-defined:

x → (s, t), ∀x ∈ S−(δ). (2.4)

Meanwhile, one has

Lemma 2.2. The mapping defined in (2.4) is smooth.

Proof. By the construction of this mapping, one deduces

x = y − dist(x, z)nz,

where ny is the unit outer normal of y ∈ ∂S−. Since y = b(s), we define

F (s, t) := b(s) − tnb(s) ∀(s, t) ∈ R× [0, δ) .

Clearly F is well-defined and smooth in R × [0, δ), and its Jacobian matrix writes

JF =
(
b′

1(s) − t
(

d
ds

nb(s)

)
1 −(nb(s))1

b′
2(s) − t

(
d
ds

nb(s)

)
2 −(nb(s))2

)
.

Here and below, (X)i with i = 1, 2 means the i-th component of the vector X. Direct calculation 
shows

det(JF ) =
(
b′(s) − t

(
d

ds
nb(s)

))
· n⊥

b(s) = 1 − t

(
d

ds
nb(s)

)
· b′(s),

where

n⊥
b(s) = (−(nb(s))2, (nb(s))1) = b′(s).

This indicates that

det(JF ) ≥ 1 − t
1

2δ
>

1

2
, ∀(s, t) ∈ R× [0, δ)

due to (2.3) so that 1
2δ

can bound the curvature of ∂S−. Recalling the compactness of the distorted 
part, the lemma is claimed by the inverse mapping theorem. �

For any x = (x1, x2) ∈ S−(δ), Condition 2.1 and Lemma 2.2 above guarantee the following 
well-defined curvilinear coordinate system

(s, t) = (s(x), t (x)) ∈R× [0, δ).
232



Z. Li, X. Pan and J. Yang Journal of Differential Equations 377 (2023) 221–270
Fig. 2. A curvilinear coordinate system (s, t) near the boundary portion ∂S−.

Geometrically, t (x) is the distance of the given point x ∈ S−(δ) to the boundary ∂S−, while s(x)

denotes the parameter coordinate of the unique point y ∈ ∂S− such that |x − y| = dist(x, ∂S−). 
As it is shown in Fig. 2, we denote

es = (es1 , es2) and et = (et1 , et2) (2.5)

are unit tangent vector of s-curves and t-curves, respectively. Meanwhile, they are all indepen-
dent with variable t ∈ [0, δ). Clearly

{
es ≡ e1;
et ≡ e2,

∀x ∈ SR;
{

es ≡ e1
′;

et ≡ e2
′,

∀x ∈ SL. (2.6)

Moreover,

∇xt =
(

∂t

∂x1
,

∂t

∂x2

)
≡ et , (2.7)

and there exists a smooth function γ (s, t) > γ0 > 0 that

∇xs =
(

∂s

∂x1
,

∂s

∂x2

)
= γ es . (2.8)

Thus by denoting

D :=
(

∂s
∂x1

∂s
∂x2

∂t
∂x1

∂t
∂x2

)
,

one derives

detD = −γ es · et
⊥ = γ ,

by (2.7) and (2.8). Moreover, by calculating the inverse matrix of D, one deduces
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(
∂x1
∂s

∂x1
∂t

∂x2
∂s

∂x2
∂t

)
=

( 1
γ
et2 −es2

− 1
γ
et1 es1

)
,

which indicates

⎧⎪⎪⎨
⎪⎪⎩

∂x

∂s
= es

γ
;

∂x

∂t
= et .

Since |es | = |et | ≡ 1 and es · et ≡ 0, there exists a bounded smooth function κ = κ(s, t) ∈ R, 
which denotes the curvature of the boundary, such that

⎧⎪⎪⎨
⎪⎪⎩

det

ds
= −κes

γ
;

des

ds
= κet

γ
,

∀(s, t) ∈R× [0, δ).

By direct calculation, the divergence and curl of a vector field w = ws(s, t)es + wt(s, t)et writes

divw = γ ∂sws + ∂twt − κwt ;
curlw = ∂x2w1 − ∂x1w2 = ∂tws − γ ∂swt − κws,

(2.9)

under this curvilinear coordinates.
To finish this subsection, let us focus on the Navier-slip boundary condition under the curvi-

linear coordinates. Writing

u = uses + utet .

Then (1.2) enjoys the following simplified expression:

⎧⎨
⎩

∂us

∂n
= −∂tus = (κ − α)us,

ut = 0,

on ∂S−. (2.10)

See [34, Proposition 2.1 and Corollary 2.2] for a detailed calculation. Moreover, denoting w =
∂x2u1 − ∂x1u2 and applying (2.9)2, one has (2.10)1 is equivalent to

w = (−2κ + α)us, on ∂S−.

2.2. The Poincaré inequality and the Korn’s inequality

The following Poincaré inequalities and Korn’s inequality will play crucial roles in the exis-
tence and uniqueness results when the no-slip boundary is replaced by the Navier-Slip boundary.
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Lemma 2.3 (Poincaré inequality in a straight strip). Let g = g1e1 + g2e2 be a H 1 vector field in 
the box domain S := [a, b] × [c, d], and satisfies that

d∫
c

g1(x1, x2)dx2 = g2(x1, x2)
∣∣
x2=c,d

= 0, ∀ x1 ∈ [a, b],

then we have the following

‖g‖L2(S) ≤ C‖∂x2g‖L2(S), (2.11)

where C � |c − d| is a constant depending on the width of the strip.

Proof. Since g1 has zero mean and g2 has zero boundary in the x2 direction. The classical one 
dimensional Poincaré inequality leads to

‖g(x1)‖2
L2

x2
([c,d]) �|d−c| ‖∂x2g(x1)‖2

L2
x2

([c,d]), ∀ x1 ∈ [a, b].

Integration on [a, b] with respect to x1 variable indicates (2.11). �
Lemma 2.4 (Poincaré inequality in the torsion part). Let ζ > 1 and h = h1e1 + h2e2 = h̃1e1

′ +
h̃2e2

′ ∈ H 1(Sζ ) be a divergence-free vector with zero flux, that is

1∫
0

h1(x1, x2)dx2 = 0 for any x ∈ Sζ ∩ SR.

If we suppose h · n ≡ 0 on ∂S ∩ ∂Sζ , where n is the unit outer normal vector on ∂S , then the 
following Poincaré inequality holds:

‖h‖L2(Sζ ) ≤ C‖∇h‖L2(Sζ ). (2.12)

Here C > 0 is a uniform constant, independent of ζ .

Proof. Integrating the following identity on S1,

2∑
i,j=1

[
∂xi

(hixjhj ) − ∂xi
hixjhj − |h|2 − hixj ∂xi

hj

]
= 0, (2.13)

one deduces

∫
S1

|h|2dx =
2∑

i,j=1

∫
S1

∂i(hixjhj )dx

︸ ︷︷ ︸
−

2∑
i,j=1

∫
S1

∂ihixjhj dx −
2∑

i,j=1

∫
S1

hixj ∂ihj dx.
(2.14)
J1
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Using the divergence theorem and the boundary condition h · n = 0 on ∂S1 ∩ ∂S , we can obtain

J1 =
2∑

j=1

∫
∂S1

(n · h)xjhjdS =
1∫

0

((x · h)h1) (1, x2)dx2 −
c0∫

0

(
(x · h)h̃1

)
(−1, y2)dy2.

Thus by (2.14) and the Cauchy-Schwarz inequality, we arrive at∫
S1

|h|2dx ≤1

2

∫
S1

|h|2dx + C

∫
S1

|∇h|2dx

+
∣∣∣∣∣∣

1∫
0

((x · h)h1) (1, x2)dx2

∣∣∣∣∣∣+
∣∣∣∣∣∣

c0∫
0

(
(x · h)h̃1

)
(−1, y2)dy2

∣∣∣∣∣∣ ,
which indicates

∫
S1

|h|2dx ≤ C

⎛
⎜⎝∫
S1

|∇h|2dx +
1∫

0

|h(1, x2)|2 dx2 +
c0∫

0

|h(−1, y2)|2 dy2

⎞
⎟⎠ . (2.15)

Meanwhile, using the trace theorem in SL,1, and Lemma 2.3, one derives

c0∫
0

|h(−1, y2)|2 dy2 ≤ C

⎛
⎜⎝ ∫

(−1,0)×(0,c0)

|h|2 dy1dy2 +
∫

(−1,0)×(0,c0)

|∇h|2 dy1dy2

⎞
⎟⎠

≤ C

∫
SL,1

|∇h|2 dx.

(2.16)

Similarly, one deduces that

1∫
0

|h(1, x2)|2 dx2 ≤ C

∫
SR,1

|∇h|2 dx. (2.17)

Substituting (2.16)–(2.17) in the right hand side of (2.15), one deduces∫
S1

|h|2dx ≤ C

∫
S1

|∇h|2dx.

Using Lemma 2.3, it is easy to see that∫
S \S

|h|2dx ≤ C

∫
S \S

|∇h|2dx.
ζ 1 ζ 1
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Combining the above two inequalities, we finish the proof of (2.18). �
After showing Lemma 2.3 and Lemma 2.4, one concludes the following Poincaré inequality 

in the whole infinite strip:

Corollary 2.5 (Poincaré inequality in S). Let

g ∈ V :=
{
f = (f1, f2) ∈ H 1(S) : (f · n)

∣∣
∂S = 0, divf = 0

}
,

then the following Poincaré inequality holds:

‖g‖L2(S) ≤ C‖∇g‖L2(S). (2.18)

Here C > 0 is a uniform constant.

Proof. This is a direct conclusion by gluing results in Lemma 2.3 and Lemma 2.4 together, after 
we have shown ∫

S∩{x1=0}
g1dx2 = 0

holds unconditionally for g ∈ V . By the divergence theorem,∫
S∩{x1=s}

g1dx2 −
∫

S∩{x1=0}
g1dx2 =

∫
S∩{0<x1<s}

divgdx −
∫

∂S∩{0<x1<s}
(g · n) dS = 0

for any s > 0. Thus if ∣∣∣∣∣∣∣
∫

S∩{x1=0}
g1dx2

∣∣∣∣∣∣∣ = c0 > 0,

one deduces

c0 ≤
∫

S∩{x1=s}
|g1|dx2 ≤ |S ∩ {x1 = s}|1/2

⎛
⎜⎝ ∫
S∩{x1=s}

|g1|2dx2

⎞
⎟⎠

1/2

.

This implies that, for any s > Z0 ∫
S∩{x1=s}

|g1|2dx2 ≥ c2
0,

which results in a paradox with g ∈ H 1(S). �

237



Z. Li, X. Pan and J. Yang Journal of Differential Equations 377 (2023) 221–270
Here goes the Korn’s inequality in the truncated strip:

Lemma 2.6 (Korn’s inequality). Let Sζ with ζ > 0 be the finite truncated strip given in (1.3). For 
any

g ∈ Vζ :=

⎧⎪⎨
⎪⎩f = (f1, f2) ∈ H 1(Sζ ; R2) : (f · n)

∣∣
∂S∩∂Sζ

= 0, divf = 0,

∫
S∩{x1=0}

f1dx2 = 0

⎫⎪⎬
⎪⎭ ,

there exists C > 0, which is independent of g or ζ , such that

‖g‖2
H 1(Sζ )

≤ C‖Sg‖2
L2(Sζ )

+ 2
∫

{x1=ζ }
|g||∇g|dx2 + 2

∫
{y1=−ζ }

|g||∇g|dy2. (2.19)

Proof. Noting that

2
∫
Sζ

|Sg|2dx = 1

2

∫
Sζ

2∑
i,j=1

(
∂xj

gi + ∂xi
gj

)2
dx

=
∫
Sζ

2∑
i,j=1

((
∂xj

gi

)2 + ∂xj
gi∂xi

gj

)
dx

= ‖∇g‖2
L2(Sζ )

+
∫
Sζ

2∑
i,j=1

∂xj
gi∂xi

gj dx

︸ ︷︷ ︸
K1

.

(2.20)

For the last term of (2.20), we can assume that g ∈ C2(Sζ ) without loss of generality. By inte-
gration by parts, we get

K1 = −
∫
Sζ

gi∂
2
xixj

gj dx +
∫

∂Sζ ∩∂S

2∑
i,j=1

njgi∂xi
gj dS +

∫
∂Sζ ∩{x1=±ζ }

2∑
i,j=1

njgi∂xi
gj dx2

=
∫
S

(divg)2dx −
∫

∂Sζ ∩∂S

2∑
i,j=1

nigi∂xj
gj dS +

∫
∂Sζ ∩∂S

2∑
i,j=1

njgi∂xi
gj dS

−
∫

{x1=ζ }

2∑
i,j=1

nigi∂xj
gj dx2 −

∫
{y1=−ζ }

2∑
i,j=1

nigi∂xj
gj dy2

+
∫ 2∑

i,j=1

njgi∂xi
gj dx2 +

∫ 2∑
i,j=1

njgi∂xi
gj dy2.

(2.21)
{x1=ζ } {y1=−ζ }
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The first, fourth and fifth terms on the far right of the above equation vanish owing to the 
divergence-free property of g, and the second one also vanishes because g · n|∂S = 0. Mean-
while, the condition g · n|∂S = 0 also implies that, at the boundary,

2∑
i=1

gi∂xi
(g · n) = 0 or

2∑
i,j=1

gi∂xi
gjnj = −

2∑
i,j=1

gigj ∂xi
nj . (2.22)

Using (2.21) to (2.22), we get

K1 = −
∫

∂S∩∂Sζ

κ(x)|g|2dS +
∫

{x1=ζ }

2∑
i,j=1

njgi∂xi
gj dx2 +

∫
{y1=−ζ }

2∑
i,j=1

njgi∂xi
gj dy2,

where κ(x) is the curvature of the boundary ∂S . By definition of S , we have κ(x) ≡ 0 on 
∂S\∂S0, and n = e1 on ∂Sζ ∩ {x1 = ζ }, while n = −e1

′ on ∂Sζ ∩ {y1 = −ζ }. This guarantees 
that

|K1| ≤
∫

∂S∩∂S0

|κ(x)||g|2dS +
∫

{x1=ζ }
|g||∇g|dx2 +

∫
{y1=−ζ }

|g||∇g|dy2. (2.23)

Substituting (2.21)–(2.23) in (2.20), one concludes

‖∇g‖2
L2(Sζ )

≤ 2
∫
Sζ

|Sg|2dx +
∫

∂S∩∂S0

|κ(x)||g|2dS +
∫

{x1=ζ }
|g||∇g|dx2 +

∫
{y1=−ζ }

|g||∇g|dy2.

Noting that ‖κ(x)‖L∞(∂S) is uniformly bounded due to the smoothness of ∂S and combining 
with the Poincaré inequalities in Lemma 2.3 and Lemma 2.4, one deduces that there exists C > 0
that

‖g‖2
H 1(Sζ )

≤ C

⎛
⎜⎝∫
Sζ

|Sg|2dx + ‖g‖2
L2(∂S∩∂S0)

⎞
⎟⎠+

∫
{x1=ζ }

|g||∇g|dx2 +
∫

{y1=−ζ }
|g||∇g|dy2.

To finish the proof, one only needs to show that there exists C > 0 such that:

‖g‖2
L2(∂S∩∂S0)

≤ 1

2C
‖g‖2

H 1(Sζ )
+ C

∫
Sζ

|Sg|2dx. (2.24)

We prove this by the method of contradiction. If the above C does not exist, then there exists a 
bounded sequence 

{
gm

}∞
m=0 ⊂ Vζ such that

∥∥gm

∥∥2
L2(∂S∩∂S0)

≥ 1

2C1

∥∥gm

∥∥2
H 1(Sζ )

+ m

∫
S

|Sgm|2dx.
ζ
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Denoting hm = gm/ 
∥∥gm

∥∥
L2(∂S∩∂S0)

, one deduces that

‖hm‖L2(∂S∩∂S0)
= 1 and m

∫
Sζ

|Shm|2dx ≤ 1. (2.25)

Since the sequence 
{
gm

}
is bounded in Vζ , we can choose a subsequence 

{
hmk

}∞
k=0 which is 

weakly convergent in H 1(Sζ ) and strongly in L2(∂S ∩ ∂S0) to a vector h∗ ∈ Vζ . Particularly,

Shmk
→ Sh∗, weakly in L2(Sζ ).

By (2.25), one knows

∫
Sζ

|Shmk
|2dx ≤ 1

mk

→ 0, as k → ∞.

Thus one deduces ∫
Sζ

|Sh∗|2 dx ≤ lim inf
k→∞

∫
Sζ

|Shmk
|2dx = 0,

by the Fatou’s lemma for weakly convergent sequences. This concludes Sh∗ ≡ 0 in Sζ . It is well 
known that h∗ has the form h∗ = Ax + B (see [13, §6]), where A is a constant skew-symmetric 
matrix with constant entries and B is a constant vector, that is,

h∗ =
(

0 −a

a 0

)(
x1
x2

)
+

(
b1
b2

)
=

(−a x2 + b1
a x1 + b2

)
,

where a , bi (i = 1 , 2) are some constants. However, by the boundary condition h∗ · n = 0 holds 
everywhere on ∂S ∩ ∂Sζ , one has

(h∗)2 = ax1 + b2 ≡ 0, for all 0 < x1 < ζ,

which indicates a = b2 ≡ 0. This indicates (h∗)1 = b1 and thus b1 = 0 due to

1∫
0

(h∗)1(x1, x2)dx2 = 0, for all 0 < x1 < ζ.

Therefore one concludes h∗ ≡ 0 in Sζ . However, this creates a paradox to the fact

‖h∗‖L2(∂S∩∂S0)
= 1

coming from (2.25). This indicates the validity of (2.24) and therefore one concludes (2.19). �
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If we replace the truncated strip with the infinite strip S , the result in Lemma 2.6 will be 
simpler with boundary term integrations on the segments {x1 = ζ } and {y1 = −ζ } disappearing. 
We have the following Corollary.

Corollary 2.7. Let S be the infinite strip given in the previous section. For any g ∈ V , there exists 
C > 0, which is independent of g, such that

‖g‖H 1(S) ≤ C‖Sg‖L2(S). � (2.26)

Remark 2.8. Here let us give a brief explanation why this Korn’s inequality fails to be valid in a 
3D infinite pipe. Consider the vector

w = (−ξ(x3)x2 , ξ(x3)x1 , 0)

given in the cylindrical pipe D = B ×R, where B is the unit disk in R2, and ξ is a smooth cut-off 
function that:

ξ(x3) =
{

1 , x3 ∈ [−R,R];
0 , x3 ∈R\(−R − 1,R + 1),

with

|ξ ′(x3)| ≤ 2, for any x3 ∈ (−R − 1,R) ∪ (R,R + 1).

One notices that w is divergence-free and it satisfies w · n ≡ 0 on ∂B × R, also its flux in the 
cross section B × {x3 = 0} is zero.

For the convenience of calculation, we introduce the cylindrical coordinates:

er = (
x1

r
,
x2

r
,0), eθ = (−x2

r
,
x1

r
,0), ez = (0,0,1),

and we find

w = ξ(z)reθ .

Using equation (A.4) in [18], one finds

Sw = 1

2
ξ ′(z)r (eθ ⊗ ez + ez ⊗ eθ ) .

This indicates ∫
D

|Sw|2dx = O(1),

which is independent with R. On the other hand
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∫
D

|∇w|2dx ≥
∫
D

|∂2w1|2dx ≥ 2πR.

Noting that R > 0 is arbitrary, one could not find a uniform constant C > 0 such that a “3D 
version” (2.19) or (2.26) holds. �
Remark 2.9. In the 3-dimensional case, the curvature of the domain boundary κ(x) no longer 
has compact support. In this case one cannot find a subsequence 

{
hmk

}∞
k=0 which is strongly 

convergent in L2(∂D) to a vector h∗. That is why our method in the proof of Lemma 2.6 fails in 
the 3-dimensional case. �
2.3. Other useful lemmas

The following Brouwer’s fixed point theorem is crucial to establish the existence. See [20] or 
[10, Lemma IX.3.1].

Lemma 2.10. Let P be a continuous operator which maps RN into itself, such that for some 
ρ > 0

P(ξ) · ξ ≥ 0 for all ξ ∈RN with |ξ | = ρ.

Then there exists ξ0 ∈ RN with |ξ0| ≤ ρ such that P(ξ0) = 0. �
The following asymptotic estimate of a function that satisfies an ordinary differential inequal-

ity will be useful in our further proof. To the best of the authors’ knowledge, it was originally 
derived by Ladyzhenskaya-Solonnikov in [17]. We also refer readers to [19, Lemma 2.7] for a 
proof written in a relatively recent format.

Lemma 2.11. Let Y(ζ ) �≡ 0 be a nondecreasing nonnegative differentiable function satisfying

Y(ζ ) ≤ �(Y ′(ζ )), ∀ζ > 0.

Here � : [0, ∞) → [0, ∞) is a monotonically increasing function with �(0) = 0 and there exists 
C, τ1 > 0, m > 1, such that

�(τ) ≤ Cτm, ∀τ > τ1.

Then

lim inf
ζ→+∞ ζ− m

m−1 Y(ζ ) > 0. �
The following two lemmas are essential in creating the pressure field for a weak solution to 

the Navier-Stokes equations. The first one is a special case of [9, Theorem 17] by De Rham. See 
also [31, Proposition 1.1].
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Lemma 2.12. For a given open set � ⊂R2, let F be a distribution in 
(
C∞

c (�)
)′

which satisfies:

〈F ,φ〉 = 0, for all φ ∈ {g ∈ C∞
c (�;R2) : div g = 0}.

Then there exists a distribution q ∈ (
C∞

c (�;R)
)′

such that

F = ∇q. �
The second one states the regularity of the aforementioned field q:

Lemma 2.13 (See [31], Proposition 1.2). Let � be a bounded Lipschitz open set in R2. If a 
distribution q has all its first derivatives ∂xi

q , 1 ≤ i ≤ 2, in H−1(�), then q ∈ L2(�) and

‖q − q̄�‖L2(�) ≤ C�‖∇q‖H−1(�), (2.27)

where q̄� = 1
|�|

∫
�

qdx. Moreover, if � is any Lipschitz open set in R2, then q ∈ L2
loc(�). �

Finally, we state the following lemma, which shows the existence of the solution to problem 
∇ · V = f in a truncated regular stripe.

Lemma 2.14. For a boxed domain S := [a, b] × [c, d], if f ∈ L2(S) with 
∫
S
f dx = 0, then there 

exists a vector valued function V : S → R2 belongs to H 1
0 (S) such that

∇ · V = f, and ‖∇V ‖L2(S) ≤ C‖f ‖L2(S). (2.28)

Here C > 0 is an absolute constant.

See [7,8], also [10, Chapter III] for detailed proof of this lemma. �
3. Existence and uniqueness of the weak solution

3.1. Construction of the flux carrier

In this subsection, we are devoted to the construction of a flux carrier a, which is divergence 
free, satisfying the Navier-slip boundary condition (1.2), and connects two Poiseuille flows in 
SL and SR smoothly. Meanwhile, the vector a will satisfy the following:

Proposition 3.1. There exists a smooth vector field a(x) which enjoys the following properties

(i). a ∈ C∞(S), and ∇ · a = 0 in S;
(ii). 2(Sa · n)tan + αatan = 0, and a · n = 0 on ∂S;

(iii). For a fixed ε ∈ (0, 1),

a =
⎧⎨
⎩P L


(y) in S ∩ {y1 ≤ −e
2
ε },

P R(x) in S ∩ {x ≥ e
2
ε }.

(3.1)

 1
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Moreover, for any vector field v ∈ V with

V :=
{
v ∈ H 1(S) : divv = 0, (v · n)

∣∣
∂S = 0

}
, (3.2)

there exists a constant C, independent of ε and α, such that

∣∣∣∣∣∣
∫
S

v · ∇a · vdx

∣∣∣∣∣∣ ≤ CS


(
ε + α

1 + α

)
‖∇v‖2

L2(S)
. � (3.3)

The following lemma is useful in the construction of a.

Lemma 3.2. There exists a smooth non-decreasing function σε : [0, δ) → [−
, 0], where 0 <
ε << 1, such that

σε(t) =
{

0, for t ≥ ε;
−
, for 0 ≤ t ≤ ε.

Here ε := εe−1/ε/3, and

δ := dist(∂S−, ∂Sob ∪ ∂S+) = inf {|x − z| : x ∈ ∂S−, z ∈ ∂Sob ∪ ∂S+} > 2ε.

Meanwhile, when t ∈ [0, ε], there exists constant C such that

⎧⎪⎪⎨
⎪⎪⎩

0 ≤ σ ′
ε(t) ≤ min

{

e1/ε,

2
ε

t

}
,∣∣∣σ (k)

ε (t)

∣∣∣ ≤ C
e1/ε(ε−1e1/ε)k−1, for k = 2,3.

(3.4)

Proof. We start with the piecewise smooth function

τε(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, for t ≥ ε;
ε

t
, for εe−1/ε < t < ε;

0, for 0 ≤ t ≤ εe−1/ε.

(3.5)

Then denoting ς the classical mollifier with radius equals ε, the function σε is given by:

σε(t) :=

⎧⎪⎪⎨
⎪⎪⎩

−
, for 0 ≤ t < ε;
−
 + C̃


∫ t

0 (ς ∗ τε)(s)ds, for ε < t < δ − ε;
0, for δ − ε ≤ t < δ.

(3.6)

Here C̃ > 0 is chosen such that
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C̃

δ−ε∫
0

(ς ∗ τε)(s)ds = 1.

Noting that C̃ must be sufficiently close to 1, since 
∫ δ

0 τε(s)ds = 1 by (3.5). Finally, (3.4)1 fol-
lows directly from (3.5) and (3.6), while the validity of (3.4)2 follows that∥∥∥σ (k)

ε

∥∥∥
L∞ = C̃


∥∥∥ς(k−1) ∗ τε

∥∥∥
L∞ ≤ C


∥∥∥ς(k−1)
∥∥∥

L1
‖τε‖L∞

≤ C
e1/ε(ε−1e1/ε)k−1, for k = 2,3. �
Proof of Proposition 3.1. Given ε < δ

2 , we define

a = σ ′
ε(t)es, in S0, (3.7)

where es is defined around (2.6), while

a =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

[
σ ′

ε(x2)(1 − η(x1)) + η(x1)P
R

 (x2)

]
e1 − (

η′(x1)
∫ x2

0

(
P R


 (ξ) − σ ′
ε(ξ)

)
dξ

)
e2,

in SR;[
σ ′

ε(y2)(1 − η(−y1)) + η(−y1)P
L

(y2)

]
e1

′ + (
η′(−y1)

∫ y2
0

(
P L


(ξ) − σ ′
ε(ξ)

)
dξ

)
e2

′,
in SL.

(3.8)
Here η = η(s) be the smooth cut-off functions such that

η(s) =
{

1, for s > e2/ε;
0, for s < 0,

(3.9)

and η satisfies

|η′| ≤ 2e−2/ε, and |η′′| ≤ 4e−4/ε.

P L

 and P R


 , which are given in (1.6), are e1-component and e1
′-component of Poiseuille flows 

in pipes SL and SR , respectively.
Using (2.6) and (2.9)1, the flux carrier a constructed in (3.8) is smooth and divergence-free. 

Meanwhile, since σε(t) = 0 near t = 0, one has a vanishes near ∂S ∩ ∂S0. This indicates a
satisfies the homogeneous Navier-slip boundary condition on ∂S ∩ ∂S0.

Now we go to verify that a meets the Navier-slip boundary condition on ∂S ∩ (SL ∪ SR). 
Owing to cases in (3.8)1,2 are similar, we only consider (3.8)1 for simplicity. Since in this part, 
∂SR is straight, direct calculation of the Navier-slip boundary condition is to check{− ∂x2a1(x1,0) + αa1(x1,0) = ∂x2a1(x1,1) + αa1(x1,1) = 0;

a2(x1,0) = a2(x1,1) = 0,
∀x1 ∈ (0,∞).

This could be done by the definition of P R

 in (1.6), the construction of σε above, and direct 

calculations.
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Then items (i) and item (ii) in Proposition 3.1 is proven and also it is easy to check that (3.1)
stands due to the choice of the cutoff function η(x1). Now it remains to derive (3.3), we define

V :=
∫
S

v · ∇a · vdx =
∫

SL∪S0∪SR

v · ∇a · vdx.

Estimates of the S0-part integration:

In the distorted part S0, we denote that

v = vs(s, t)es + vt (s, t)et ,

where the coordinates (s, t) and vectors es , et are defined in Section 2. Noting that

et · ∇ = ∂t , es · ∇ = γ (s, t)∂s ,
des

ds
= κ(s, t)

γ (s, t)
et ,

in S0, one derives

v · ∇a = γ (s, t)vs(s, t)
∂

∂s
(σ ′

ε(t)es) + vt (s, t)
∂

∂t
(σ ′

ε(t)es)

= κ(s, t)vs(s, t)σ
′
ε(t)et + vt (s, t)σ

′′
ε (t)es .

Hence, we have

v · ∇a · v = (
σ ′′

ε (t) + κ(s, t)σ ′
ε(t)

)
vs(s, t)vt (s, t), in S0.

Recalling (2.2), we deduce

∫
S0

v · ∇a · vdx =
δ∫

0

s0∫
−s0

(
σ ′′

ε (t) + κ(s, t)σ ′
ε(t)

)
vs(s, t)vt (s, t)

1

γ (s, t)
dsdt

=
δ∫

0

s0∫
−s0

σ ′′
ε (t)vs(s, t)vt (s, t)

1

γ (s, t)
dsdt

+
δ∫

0

s0∫
−s0

κ(s, t)

γ (s, t)
σ ′

ε(t)vs(s, t)vt (s, t)dsdt.

Noting that σ ′
ε(t) vanishes near ∂S ∩ ∂S0, integration by parts for the first term of the right hand 

side of the above equality on t indicate that
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∫
S0

v · ∇a · vdx = −
δ∫

0

s0∫
−s0

σ ′
ε(t)∂t

(
vs

γ

)
vtdsdt −

δ∫
0

s0∫
−s0

σ ′
ε(t)vs∂tvt

1

γ (t, s)
dsdt

+
δ∫

0

s0∫
−s0

κ(s, t)

γ (s, t)
σ ′

ε(t)vs(s, t)vt (s, t)dsdt.

(3.10)

Recalling (2.9)1, the divergence-free property of v in the curvilinear coordinates follows:

γ ∂svs + ∂tvt − κvt = 0.

Then inserting the divergence-free property into (3.10), we obtain that

∫
S0

v · ∇a · vdx = −
δ∫

0

s0∫
−s0

σ ′
ε(t)∂t

(
vs

γ

)
vtdsdt +

δ∫
0

s0∫
−s0

σ ′
ε(t)vs∂svsdsdt

:= V1 + V2.

(3.11)

First, noting that γ (s, t) > γ0 > 0 is smooth, and σ ′
ε(t), which is supported on [0, ε], satisfies

|σ ′
ε(t)| ≤

2
ε

t
, ∀t ∈ [0, ε],

one bounds V1 by using the Cauchy-Schwarz inequality and the Poincaré inequality in 
Lemma 2.4

|V1| ≤C
ε

⎛
⎝ δ∫

0

s0∫
−s0

|∇v|2dsdt

⎞
⎠

1/2 ⎛
⎝ δ∫

0

s0∫
−s0

|vt |2
t2 dsdt

⎞
⎠

1/2

︸ ︷︷ ︸
V11

.
(3.12)

Due to vt = 0 on the t = 0, the part V11 can be estimated by the one dimensional Hardy inequality. 
In fact

δ∫
0

|vt (s, t)|2
t2 dt = −

δ∫
0

|vt (s, t)|2
(

1

t

)′
dt

= −|vt (s, δ)|2
δ

δ∫
0

|vt (s, t)|2
t2 dt + 2

δ∫
0

vt (s, t)

t
∂t vt (s, t)dt

≤ 2

⎛
⎝ δ∫ |vt (s, t)|2

t2 dt

⎞
⎠

1/2 ⎛
⎝ δ∫

|∂tvt (s, t)|2dt

⎞
⎠

1/2

,

0 0
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which indicates

δ∫
0

|vt (s, t)|2
t2 dt ≤ 4

δ∫
0

|∂tvt (s, t)|2dt. (3.13)

Thus one concludes

|V1| ≤ C
ε‖∇v‖2
L2(S0)

by combining (3.12) and (3.13). For V2 in (3.11), it follows that

V2 = 1

2

δ∫
0

s0∫
−s0

σ ′
ε(t)∂s(vs)

2dsdt

= 1

2

1∫
0

σ ′
ε(x2)(v1)

2(0, x2)dx2 − 1

2

c0∫
0

σ ′
ε(y2)(v1)

2(0, y2)dy2.

(3.14)

The second equality above is established due to the Newton-Leibniz formula and the fact that the 
curvilinear coordinates (s, t) turns to be Euclidean in S\S0.

Estimates in SL and SR .

The cases in subsets SL and SR are similar, thus we only discuss the latter one for simplicity. 
At the beginning, we denote that

SR := SR1 ∪ SR2,

where {
SR1 = S ∩ {x1 ∈ [0, e2/ε]};
SR2 = S ∩ {x1 ∈ (e2/ε,∞)}.

Direct calculation shows∫
SR

v · ∇a · vdx =
∫
SR1

η′(x1)
(
P R


 (x2) − σ ′
ε(x2)

)(
(v1)

2 − (v2)
2
)

dx

+
∫
SR1

η′′(x1)

⎛
⎝ x2∫

0

(
σ ′

ε(ξ) − P R

 (ξ)

)
dξ

⎞
⎠v1v2dx

+
∫
SR1

σ ′′
ε (x2) (1 − η(x1)) v1v2dx +

∫
SR2

η(x1)(P
R

 )′(x2)v1v2dx

:=J + J + J + J .
1 2 3 4
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Here, noticing that |η′| ≤ 2e−2/ε , |η′′| ≤ 4e−4ε and

|σ ′
ε(t)| ≤ 
e1/ε, ∀t ∈ [0, δ),

which follows from (3.4), one concludes that

|J1| + |J2| ≤ C
e−1/ε

∫
SR1

|v|2dx ≤ C
ε‖∇v‖2
L2(S)

by applying the Cauchy-Schwarz inequality and the Poincaré inequality in Corollary 2.5. More-
over, adopting integrating by parts, one deduces

J3 = −
∫
SR1

σ ′
ε(x2) (1 − η(x1)) ∂x2v1v2dx −

∫
SR1

σ ′
ε(x2) (1 − η(x1)) v1∂x2v2dx

:=J31 + J32.

Via an analogous route as we go through for V1 in (3.11) above, one deduces

|J31| ≤ C
ε‖∇v‖2
L2(S)

.

For the term J32, applying the divergence-free property of v and using integration by parts, one 
arrives

J32 =1

2

∫
SR1

σ ′
ε(x2) (1 − η(x1)) ∂x1(v1)

2dx

=1

2

∫
SR1

σ ′
ε(x2)η

′(x1)(v1)
2dx − 1

2

1∫
0

σ ′
ε(x2)(v1)

2(0, x2)dx2

:=J321 + J322.

Noting that J321 can be estimated in the same way as we do on J1 and J2, that is

|J321| ≤ C
ε‖∇v‖2
L2(S)

.

Due to J322 being canceled out with the first term in (3.14)2, it remains only to estimate J4. 
Recall the L∞ bound of (P R


 )′ in (1.7), one concludes that

J4 ≤ C
α


1 + α
‖∇vN‖2

L2(S)
.

Collecting the above estimates and cancellations, we derive that
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|V | =
∣∣∣∣∣∣
∫
S

v · ∇a · vdx

∣∣∣∣∣∣ ≤ C


(
ε + α

1 + α

)
‖∇v‖2

L2(S)
,

which concludes (3.3). This completes the proof of Proposition 3.1. �
3.2. Existence of the weak solution

We will look for a solution to (1.1)-(1.10) of the form

u = v + a. (3.15)

Thus, our problem turns to the following equivalent form:

Problem 3.3. Find (v, p) such that{
v · ∇v + a · ∇v + v · ∇a + ∇p − �v = �a − a · ∇a,

∇ · v = 0,
in S,

subject to the Navier-slip boundary condition{
2(Sv · n)tan + αvtan = 0,

v · n = 0,
on ∂S, (3.16)

with the asymptotic behavior as |x| → ∞

v(x) → 0, as |x| → ∞. �
From the weak formulation (1.11), we have that v satisfies the following weak formulation:

Definition 3.4. Let a be a smooth vector satisfying the properties stated in the above. We say that 
v ∈Hσ (S) is a weak solution of Problem 3.3 if

2
∫
S

Sv : Sϕdx + α

∫
∂S

vtan · ϕtandS +
∫
S

v · ∇v · ϕdx +
∫
S

v · ∇a · ϕdx

+
∫
S

a · ∇v · ϕdx =
∫
S

(
�a − a · ∇a

) · ϕdx

(3.17)

holds for any vector-valued function ϕ ∈Hσ (S). �
Now we state our main result of this part.

Theorem 3.5. There is a constant 
0 > 0 depending on the curvature of ∂S such that if α

1+α

<


0, then Problem 3.3 admits at least one weak solution (v, p) ∈ Hσ (S) × L2
loc(S), with

‖v‖H 1(S) ≤ C(‖a · ∇a‖L2(S ) + ‖�a‖L2(S )) ≤ 
eC
 . � (3.18)

eC
 eC
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Proof. Set

X := C∞
σ,c(S; R2) = {

ϕ ∈ C∞
c (S ; R2) : ∇ · ϕ = 0, ϕ · n∣∣

∂S = 0
}
,

and {ϕk}∞k=1 ⊂ X be an unit orthonormal basis of Hσ (S), that is:

〈ϕi ,ϕj 〉H 1(S) =
{

1, if i = j ;
0, if i �= j,

∀i, j ∈N . We look for an approximation of v of the form

vN(x) =
N∑

i=1

cN
i ϕi (x).

Testing the weak formulation (3.17) by ϕi , with i = 1, 2, ..., N , one has

2
N∑

i=1

cN
i

∫
S

Sϕi : Sϕj dx + α

N∑
i=1

cN
i

∫
∂S

(ϕi )tan(ϕj )tandS +
N∑

i,k=1

cN
i cN

k

∫
S

ϕi · ∇ϕk · ϕj dx

+
N∑

i=1

∫
S

ϕi · ∇a · ϕj dx +
N∑

i=1

cN
i

∫
S

a · ∇ϕi · ϕj dx =
∫
S

(
�a − a · ∇a

) · ϕj dx,

∀j = 1,2, ...,N.

This is a system of nonlinear algebraic equations of N -dimensional vector

cN := (cN
1 , cN

2 , ..., cN
N ).

We denote P : RN → RN such that

(
P(cN)

)
j

=2
N∑

i=1

cN
i

∫
S

Sϕi : Sϕj dx + α

N∑
i=1

cN
i

∫
∂S

(ϕi )tan · (ϕj )tandS

+
N∑

i,k=1

cN
i cN

k

∫
S

ϕi · ∇ϕk · ϕj dx +
N∑

i=1

∫
S

ϕi · ∇a · ϕj dx

+
N∑

i=1

cN
i

∫
S

a · ∇ϕi · ϕj dx −
∫
S

(
�a − a · ∇a

) · ϕj dx, ∀j = 1,2, ...,N.

It is easy to check that
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P(cN) · cN = 2
∫
S

|SvN |2dx + α

∫
∂S

|(vN)tan|2dS

︸ ︷︷ ︸
A1

+
∫
S

(
(vN + a) · ∇(vN + a)

)
· vNdx

︸ ︷︷ ︸
A2

−
∫
S

vN · �adx

︸ ︷︷ ︸
A3

.

By Lemma 2.6, we have

A1 ≥ C0

∫
S

|∇vN |2dx.

Next, by using integration by parts, together with the divergence-free property of vN and a, 
one knows that

A2 =
∫
S

vN · ∇a · vNdx

︸ ︷︷ ︸
V

+
∫
S

a · ∇a · vNdx

︸ ︷︷ ︸
K

.

We now focus on the term V . Applying (iii) in Proposition 3.1 to vN , one deduces

|V | ≤ C1


(
ε + α

1 + α

)
‖∇vN‖2

L2(S)
, (3.19)

where the constant C1 is independent with N . For the term K , since a equals to the Poiseuille 
flow P L


 or P R

 in S − Se2/ε , we have a · ∇a ≡ 0 in S − Se2/ε . Using the Cauchy-Schwarz 

inequality and the Poincaré inequality, one arrives at

|K| =
∣∣∣∣∣∣
∫
S

a · ∇a · vNdx

∣∣∣∣∣∣ ≤ C‖a · ∇a‖L2(S
e2/ε )‖∇vN‖L2(S) . (3.20)

Thus, by combining (3.19) and (3.20), one deduces

|A2| ≤ C1


(
ε + α

1 + α

)
‖∇vN‖2

L2(S)
+ C‖a · ∇a‖L2(S

e2/ε )‖∇vN‖L2(S).

Finally, by the construction of the Poiseuille flow PR

 and P L


, we have

∫
(−∞,−e2/ε)×(0,c0)

vN · �ady = −CL

−e2/ε∫
−∞

c0∫
0

vN · e1
′dy = 0

and
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∫
(e2/ε,+∞)×(0,1)

vN · �adx = −CR

∞∫
e2/ε

1∫
0

vN · e1dx = 0 .

Thus, by the Cauchy-Schwarz inequality and the Poincaré inequality, we deduce that

|A3| =

∣∣∣∣∣∣∣
∫

S
e2/ε

vN · �adx

∣∣∣∣∣∣∣ ≤ C‖�a‖L2(S
e2/ε )‖∇vN‖L2(S).

Substituting the above estimates for A1–A3, and choosing ε > 0 being sufficiently small such 
that C1ε
 < C0

2 , one derives

P(cN) · cN ≥ ‖vN‖H 1(S)

((
C0

2
− C1

α


1 + α

)
‖vN‖H 1(S)

− C(‖a · ∇a‖L2(S
e2/ε ) + ‖�a‖L2(S

e2/ε ))

)
,

which guarantees

P(cN) · cN ≥ 0,

provided

α


1 + α
< 
0 := 1

2
C−1

1 C0 and

|cN | = ‖vN‖H 1(S) ≥
C
(
‖a · ∇a‖L2(S

e2/ε ) + ‖�a‖L2(S
e2/ε )

)
C0/2 − C1α
/(1 + α)

:= ρ.

Using Lemma 2.10, there exists

(vN)∗ ∈ span
{
ϕ1,ϕ2, ...,ϕN

}
, and

‖(vN)∗‖H 1(S) ≤
C
(
‖a · ∇a‖L2(S

e2/ε ) + ‖�a‖L2(S
e2/ε )

)
C0/2 − C1α
/(1 + α)

,

(3.21)

such that

2
∫
S

S(vN)∗ : SφNdx + α

∫
∂S

(vN)∗tan · (φN)tandS +
∫
S

(vN)∗ · ∇(vN)∗ · φNdx

+
∫
S

(vN)∗ · ∇a · φNdx +
∫
S

a · ∇(vN)∗ · φNdx

=
∫ (

�a − a · ∇a
) · φNdx, ∀φN ∈ span

{
ϕ1,ϕ2, ...,ϕN

}
.

(3.22)
S
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The above bound (3.21) and Rellich-Kondrachov embedding theorem imply the existence of 
a field v ∈Hσ (S) and a subsequence, which we will always denote by (vN)∗, such that

(vN)∗ → v weakly in Hσ (S)

and

(vN)∗ → v strongly in L2(S ′), for all bounded S ′ ⊂ S .

By passing to the limit in (3.22), one obtains

2
∫
S

Sv : Sϕdx + α

∫
∂S

vtan · ϕtandS +
∫
S

v · ∇v · ϕdx +
∫
S

v · ∇a · ϕdx

+
∫
S

a · ∇v · ϕdx =
∫
S

(
�a − a · ∇a

) · ϕdx, for any ϕ ∈Hσ (S).

(3.23)

It follows from (3.21) and the Fatou lemma for weakly convergent sequences that

‖v‖H 1(S) ≤ C
(
‖a · ∇a‖L2(S

e2/ε ) + ‖�a‖L2(S
e2/ε )

)
. (3.24)

Now it remains to verify (3.18). From the construction of a in (3.7)–(3.8) and the estimate of σε

in (3.4), we have ∣∣∣∇ka
∣∣∣ ≤ C
e

1
ε (ε−1e

1
ε )k, for k = 0,1,2.

According to the construction of v given before, it is legal to choose ε = min
{

C0
4C1


, δ
2

}
. This 

indicates that

‖a · ∇a‖L2(S
e2/ε ) + ‖�a‖L2(S

e2/ε ) ≤ Ce1/ε
(

2ε−1e3/ε + 
ε−2e3/ε

)
≤ C


(
1 + 
2eC


)
,

which gives

‖v‖H 1(S) ≤ 
eC
 .

Now we focus on the pressure. Let v be a weak solution of (3.17) constructed in the above. 
Using (3.23), one has u = v + a satisfies∫

S

∇u · ∇φ dx +
∫
S

u · ∇u · φ dx = 0, for all φ ∈ {g ∈ C∞
c (S;R2) : div g = 0}.

Thus by Lemma 2.12, there exists p ∈ (
C∞

c (S;R)
)′, such that

�u − u · ∇u = ∇p (3.25)
254



Z. Li, X. Pan and J. Yang Journal of Differential Equations 377 (2023) 221–270
in the sense of distribution. Furthermore, we have that (3.25) is equivalent to

div
(∇v − v ⊗ v − a ⊗ v − v ⊗ a

)+ �a + CRη(x1)e1 + CLη(−y1)e1
′ − a · ∇a = ∇�, (3.26)

with

� = p + CR

x1∫
−∞

η(s)ds − CL

−y1∫
−∞

η(s)ds , (3.27)

where CL and CR are Poiseuille constants defined in (1.5)1 and (1.4)1, respectively. By the 
definition of a, one has both

�a + CRη(x1)e1 + CLη(−y1)e1
′

and a · ∇a are smooth and have compact support. Since v ∈ H 1(S) and a is uniformly bounded, 
one deduces

∇v − v ⊗ v − a ⊗ v − v ⊗ a ∈ L2(S),

directly by the Sobolev embedding and Hölder’s inequality. Therefore one concludes the left 
hand side of (3.26) belongs to H−1(S). Then applying Lemma 2.13, we have � ∈ L2

loc(S), 
which leads to p ∈ L2

loc(S) by (3.27). �
3.3. Uniqueness result

The rest part of this section is devoted to the proof of uniqueness. We will show that the 
solution (u, p) constructed earlier in this section with its flux being 
 is unique for 
 being 
sufficiently small and independent of α.

3.3.1. Estimate of the pressure
Below, we give a proposition to show that an integration estimate related to the pressure in the 

truncated strip ϒ+
Z := (SZ\SZ−1) ∩ {x1 > 0} or ϒ−

Z := (SZ\SZ−1) ∩ {y1 < 0}.

Proposition 3.6. Let (ũ, p̃) be an alternative weak solution of (1.1) in the strip S , subject to the 
Navier-slip boundary condition (1.2). If the total flux∫

S∩{x1=s}
ũ(s, x2) · e1dx2 = 
 =

∫
S∩{x1=s}

u(s, x2) · e1dx2, for any s ≥ 1,

then the following estimate of w := ũ − u and the pressure holds∣∣∣∣∣∣∣∣
∫

ϒ±
K

(p̃ − p)w1dx

∣∣∣∣∣∣∣∣ ≤ C
(
‖u‖L4(ϒ±

K)‖∇w‖2
L2(ϒ±

K)
+ ‖∇w‖2

L2(ϒ±
K)

+ ‖∇w‖3
L2(ϒ±

K)

)
,∀K ≥ 2,

(3.28)
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where C > 0 is a constant independent of K .

Proof. We only show (3.28) on the ϒ+ since the rest part is similar. During the proof, we cancel 
the upper index “+” of the domain for simplicity. Noticing∫

S∩{x1=s}
w1(s, x2)dx2 ≡ 0, ∀s ≥ 1,

by integrating the above equality for variable s from K − 1 to K , we deduce that∫
ϒK

w1dx = 0, ∀K ≥ 2.

Using Lemma 2.14, one derives the existence of a vector field V satisfying (2.28) with f = w1. 
Applying equation (1.1)1, one arrives∫

ϒK

(p̃ − p)w1dx =
∫

ϒK

(p̃ − p)∇ · V dx

= −
∫

ϒK

∇(p̃ − p) · V dx =
∫

ϒK

(w · ∇w + u · ∇w + w · ∇u − �w) · V dx.

Using integration by parts, one deduces

∫
ϒK

(p̃ − p)w1dx =
2∑

i,j=1

∫
ϒK

(∂iwj − wiwj − uiwj − ujwi)∂iVjdx.

By applying Hölder’s inequality and (2.28) in Lemma 2.14, one deduces that∣∣∣∣∣∣∣
∫

ϒK

(p̃ − p)w1dx

∣∣∣∣∣∣∣ ≤ C
(
‖∇w‖L2(ϒK) + ‖w‖2

L4(ϒK)
+ ‖u‖L4(ϒK)‖w‖L4(ϒK)

)
‖w1‖L2(ϒK).

(3.29)
Since w1 has a zero mean value on each cross section {x1 = s} for s ≥ 1 and w2 has zero bound-
ary on in the x2 direction, then Poincaré inequality in x2 direction implies that

‖w‖L2(ϒK) ≤ C‖∂x2w‖L2(ϒK). (3.30)

Substituting (3.30) in (3.29), also noting the Gagliardo-Nirenberg inequality

‖w‖2
L4(ϒK)

≤ C
(
‖w‖L2(ϒK)‖∇w‖L2(ϒK) + ‖w‖2

L2(ϒK)

)
,

one concludes
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∣∣∣∣∣∣∣
∫

ϒK

(p̃ − p)w1dx

∣∣∣∣∣∣∣ ≤ C
(
‖u‖L4(ϒK)‖∇w‖2

L2(ϒK)
+ ‖∇w‖2

L2(ϒK)
+ ‖∇w‖3

L2(ϒK)

)
. �

3.3.2. Main estimates of the uniqueness result
Subtracting the equation of u from the equation of ũ, one finds

w · ∇w + u · ∇w + w · ∇u + ∇(p̃ − p) − �w = 0. (3.31)

Multiplying w on both sides of (3.31), and integrating on Sζ , one derives

−
∫
Sζ

w · �wdx = −
∫
Sζ

w
(
w · ∇w + u · ∇w + w · ∇u + ∇(p̃ − p)

)
dx. (3.32)

Using the divergence-free property and the Navier-slip boundary condition of u and ũ, one de-
duces

−
∫
Sζ

w · �wdx = −
∫
Sζ

wi∂xj
(∂xj

wi + ∂xi
wj )dx

=
2∑

i,j=1

∫
Sζ

∂xj
wi(∂xj

wi + ∂xi
wj )dx −

2∑
i,j=1

∫
∂Sζ

winj (∂xj
wi + ∂xi

wj )dx

= 2
∫
Sζ

|Sw|2dx + α

∫
∂Sζ ∩∂S

|wτ |2dS

−
2∑

i=1

∫
{x1=ζ }

wi(∂x1wi + ∂xi
w1)dx2 +

2∑
i=1

∫
{y1=−ζ }

wi(∂x1wi + ∂xi
w1)dy2.

Here n = (n1, n2) is the unit outer normal vector on ∂S . Then one concludes that

−
∫
Sζ

w ·�wdx+
∫

{x1=ζ }
|w||∇w|dx2 +

∫
{y1=−ζ }

|w||∇w|dy2 ≥ 2
∫
Sζ

|Sw|2dx+α

∫
∂Sζ ∩∂S

|wtan|2dS.

Then using the Korn inequality (2.19) in Lemma 2.6, we can achieve that

∫
Sζ

|∇w|2dx ≤ C

⎛
⎜⎝−

∫
Sζ

w · �wdx +
∫

{x1=ζ }
|w||∇w|dx2 +

∫
{y1=−ζ }

|w||∇w|dy2

⎞
⎟⎠ . (3.33)

Now we focus on the right hand side of (3.32). Applying integration by parts, one derives
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−
∫
Sζ

w
(
w · ∇w + ∇(p̃ − p)

)
dx = −

∫
S∩{x1=ζ }

w · e1

(
1

2
|w|2 + (p̃ − p)

)
dx2

+
∫

S∩{y1=−ζ }
w · e1

′
(

1

2
|w|2 + (p̃ − p)

)
dy2.

(3.34)

Applying Hölder’s inequality, noting that u = v + a, where a is the flux carrier constructed in 
Proposition 3.1, while v is the H 1-weak solution given in Section 3.2, one has∣∣∣∣∣∣∣−

∫
Sζ

(
w · ∇u · w + u · ∇w · w)

dx

∣∣∣∣∣∣∣
≤ ‖∇v‖L2(Sζ )‖w‖2

L4(Sζ )
+ ‖v‖L4(Sζ )‖∇w‖L2(Sζ )‖w‖L4(Sζ )

+ ‖∇a‖L∞(Sζ )‖w‖2
L2(Sζ )

+ ‖a‖L∞(Sζ )‖∇w‖L2(Sζ )‖w‖L2(Sζ )

≤ C
(
‖v‖H 1(Sζ ) + ‖a‖W 1,∞(Sζ )

)∫
Sζ

|∇w|2dx

≤ 
eC


∫
Sζ

|∇w|2dx. (3.35)

Here in the second inequality, we have applied the Gagliardo-Nirenberg inequality and the 
Poincaré inequality (2.18) in Lemma 2.4, which indicate

‖w‖L4(Sζ ) ≤ C
(
‖w‖1/2

L2(Sζ )
‖∇w‖1/2

L2(Sζ )
+ ‖w‖L2(Sζ )

)
≤ C

⎛
⎜⎝∫
Sζ

|∇w|2dx

⎞
⎟⎠

1/2

.

Meanwhile, the third inequality in (3.35) is guaranteed by (3.18) and estimates for a. Substituting 
(3.33), (3.34) and (3.35) in (3.32), one arrives∫
Sζ

|∇w|2dx ≤C

( ∫
{x1=ζ }

|w|(|∇w| + |w|2)dx2 +
∫

{y1=−ζ }
|w|(|∇w| + |w|2)dy2

+ 
eC


∫
Sζ

|∇w|2dx −
∫

{x1=ζ }
w · e1 (p̃ − p)dx2 +

∫
{y1=−ζ }

w · e1
′ (p̃ − p)dy2

)
.

Now one concludes that if 
 << 1 being small enough such that


eC
 <
1

2
,

then we achieve
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∫
Sζ

|∇w|2dx ≤ C

⎛
⎜⎝ ∫

{x1=ζ }
|w|(|∇w| + |w|2)dx2 +

∫
{y1=−ζ }

|w|(|∇w| + |w|2)dy2

−
∫

{x1=ζ }
w · e1 (p̃ − p)dx2 +

∫
{y1=−ζ }

w · e1
′ (p̃ − p)dy2

⎞
⎟⎠ .

Therefore, one derives the following estimate by integrating with ζ on [K −1, K], where K ≥ 2:

K∫
K−1

∫
Sζ

|∇w|2dxdζ ≤ C

⎛
⎜⎜⎝
∫

ϒ+
K

|w|(|∇w| + |w|2)dx +
∫

ϒ−
K

|w|(|∇w| + |w|2)dy

+
∣∣∣ ∫
ϒ+

K

w · e1 (p̃ − p)dx

∣∣∣+ ∣∣∣ ∫
ϒ−

K

w · e1
′ (p̃ − p)dy

∣∣∣
⎞
⎟⎟⎠ .

(3.36)

Now we only handle integrations on ϒ+
K since the cases of ϒ−

K are similar. Using the Cauchy-
Schwarz inequality and the Poincaré inequality Lemma 2.3, one has∫

ϒ+
K

|w||∇w|dx ≤ ‖w‖L2(ϒ+
K)‖∇w‖L2(ϒ+

K) ≤ C‖∇w‖2
L2(ϒ+

K)
. (3.37)

Moreover, by Hölder’s inequality and the Gagliardo-Nirenberg inequality, one writes∫
ϒ+

K

|w|3dx ≤ C
(
‖w‖2

L2(ϒ+
K)

‖∇w‖L2(ϒ+
K) + ‖w‖3

L2(ϒ+
K)

)
,

which follows by the Poincaré inequality that∫
ϒ+

K

|w|3dx ≤ C‖∇w‖3
L2(ϒ+

K)
.

Recalling Proposition 3.6, one arrives at∣∣∣∣∣∣∣∣
∫

ϒ+
K

w3 (p̃ − p)dx

∣∣∣∣∣∣∣∣ ≤ C
(
‖u‖L4(ϒ+

K)‖∇w‖2
L2(ϒ+

K)
+ ‖∇w‖2

L2(ϒ+
K)

+ ‖∇w‖3
L2(ϒ+

K)

)
. (3.38)

Substituting (3.37)–(3.38), together with their related inequality on domain ϒ−
K , in (3.36), one 

concludes
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K∫
K−1

∫
Sζ

|∇w|2dxdζ ≤ C
(
‖∇w‖2

L2(ϒ+
K∪ϒ−

K)
+ ‖∇w‖3

L2(ϒ+
K∪ϒ−

K)

)
. (3.39)

3.3.3. End of proof
Finally, by defining

Y(K) :=
K∫

K−1

∫
Sζ

|∇w|2dxdζ,

(3.39) indicates

Y(K) ≤ C
(
Y ′(K) + (

Y ′(K)
)3/2

)
, ∀K ≥ 1.

By Lemma 2.11, we derive

lim inf
ζ→∞ K−3Y(K) > 0,

that is, there exists C0 > 0 such that

K∫
K−1

∫
Sζ

|∇w|2dxdζ ≥ C0K
3.

However, this leads to a paradox with the condition (1.14). Thus Y(K) ≡ 0 for all K ≥ 1, which 
proves u ≡ ũ. This concludes the uniqueness. �
4. Asymptotic and regularity of the weak solution

4.1. Decay estimate of the weak solution

In this subsection we will show the weak solution constructed in the previous section decays 
exponentially to Poiseuille flows (1.6) as |x| → ∞. Our proof is also valid for stationary Navier-
Stokes problem on domains which is less regular, say an infinite pipe only with a C1,1 boundary.

For the convenience of our further statement, we localize the problem in the following way: 
Denoting

S =
⋃
k∈Z

Sk, (4.1)

where

Sk :=

⎧⎪⎨
⎪⎩
S ∩ {

x ∈ R2 : ( 3k
2 − 1

)
Z
 ≤ x1 ≤ ( 3k

2 + 1
)
Z


}
, k > 0;

SZ
, k = 0;
S ∩ {

x ∈ R2 : ( 3k − 1
)
Z ≤ y ≤ ( 3k + 1

)
Z

}
, k < 0,
2 
 1 2 
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where Z
 = e2/ε ≤ eC
, while ε > 0 is a fixed small constant given in the construction of a. 
Here is the main result of this subsection:

Proposition 4.1. Let the conditions of the item (ii) in Theorem 1.4 be satisfied and (v, �) is given 
in (3.15) and (3.27). Then there exist positive constants C, σ , depending only on 
, such that∥∥∥u − P L




∥∥∥
H 1(SL\Sζ )

+
∥∥∥u − P R




∥∥∥
H 1(SR\Sζ )

≤ C‖v‖H 1(S) exp(−σζ ), (4.2)

for any ζ being large enough. �
During the proof of Proposition 4.1, we need the following refined estimate of the pressure 

field:

Lemma 4.2. The reformulated pressure field � given in (3.27) enjoys the following uniform 
estimate: ∑

k∈Z
‖� − �Sk

‖2
L2(Sk)

≤ 
2eC
 < ∞.

Proof. Applying (2.27) in Lemma 2.13, one deduces

‖� − �Sk
‖L2(Sk)

≤ Ck‖∇�‖H−1(Sk)
. (4.3)

Notice Sk (k ∈ Z) is congruent to an element in {S−1, S0, S1}. This indicates constants Ck in 
estimates (4.3) above could be chosen uniformly with respect to k ∈ Z. By equation

∇� = div
(∇v − v ⊗ v − a ⊗ v − v ⊗ a

)+ �a + CRη(x1)e1 + CLη(−y1)e1
′ − a · ∇a,

with both �a +CRη(x1)e1 +CLη(−y1)e1
′ and a · ∇a vanish in Sk with |k| ≥ 2, one concludes 

from (4.3) that

‖� − �Sk
‖L2(Sk)

≤ C
(
‖∇v‖L2(Sk)

+ ‖v‖2
L4(Sk)

+ 
eC
‖v‖L2(Sk)

)
+ 
eC
χ|k|≤1

≤ C‖v‖H 1(Sk)

(
1 + 
eC
 + ‖v‖H 1(Sk)

)
+ 
eC
χ|k|≤1.

Here we have applied the Sobolev imbedding theorem and interpolations of Lp spaces. This 
completes the proof of Lemma 4.2. �
Proof of Proposition 4.1. We only prove the estimate of term ‖u−P R


‖H 1(SR\Sζ ) since the rest 
term is essentially identical. For ζ > Z
, in SR\Sζ , the equation of v = u − a reads

v · ∇v + a · ∇v + v · ∇a + ∇� − �v = 0. (4.4)

This is because

�a + CRη(x3)e1 + CLη(−y1)e1
′ − a · ∇a =

(
�P R


 + CL

)
e1 = 0, in SR\Sζ .
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In the following proof, we will drop (upper or lower) indexes “R” for convenience. For any Z
 <

ζ ≤ ζ ′ < ζ1, taking inner product with v on both sides of (4.4) and integrating on SR ∩ (Sζ1\Sζ ′), 
one has

1∫
0

ζ1∫
ζ ′

v · �vdx1dx2

︸ ︷︷ ︸
LHS

=
1∫

0

ζ1∫
ζ ′

(
v · ∇v + a · ∇v + v · ∇a + ∇�

) · vdx1dx2

︸ ︷︷ ︸
RHS

. (4.5)

To handle the left hand side of (4.5), one first recalls the derivation of (3.33) that

1∫
0

ζ1∫
ζ ′

v · �vdx1dx2 = − 2

1∫
0

ζ1∫
ζ ′

|Sv|2dx1dx2 − α

ζ1∫
ζ ′

|vtan|2
∣∣∣
x2=1

dx1 − α

ζ1∫
ζ ′

|vtan|2
∣∣∣
x2=0

dx1

−
2∑

i=1

1∫
0

vi(∂x1vi + ∂xi
v1)

∣∣∣
x1=ζ ′dx2 +

2∑
i=1

1∫
0

vi(∂x1vi + ∂xi
v1)

∣∣∣
x1=ζ1

dx2.

Applying Lemma 2.6, the Korn’s inequality in a truncated stripe, one deduces the left hand side 
of (4.5) satisfies

LHS ≤C

⎛
⎜⎝−

1∫
0

ζ1∫
ζ ′

|∇v|2dx1dx2 +
1∫

0

|v||∇v|
∣∣∣
x1=ζ ′dx2 +

1∫
0

|v||∇v|
∣∣∣
x1=ζ1

dx2

⎞
⎟⎠ . (4.6)

Using integration by parts for the right hand side of (4.5), one arrives

RHS =
1∫

0

(
1

2
(v1 + P
) |v|2 + v1� + P
(v1)

2
)∣∣∣

x1=ζ1
dx2

−
1∫

0

(
1

2
(v1 + P
) |v|2 + v1� + P
(v1)

2
)∣∣∣

x1=ζ ′dx2

−
1∫

0

ζ1∫
ζ ′

v · ∇v · adx1dx2.

(4.7)

Now we are ready to perform ζ1 → ∞. To do this, one must be careful with the integrations 
on {x1 = ζ1} × (0, 1) in both (4.6) and (4.7). Recalling estimates of (v, �) in Theorem 3.5 and 
Lemma 4.2, one derives

‖v‖2
H 1(S)

+ ‖v‖4
L4(S)

+
∑

‖� − �Sk
‖2
L2(Sk)

≤ 
2eC
 < ∞. (4.8)

k∈Z
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Choosing M := 
2eC


Z

, one concludes that for any k > 1, there exists a slice {x1 = ζ1,k} × (0, 1)

which satisfies

{x1 = ζ1,k} × (0,1) ⊂ S ∩
{
x ∈R2 :

(
3k

2
− 1

2

)
Z
 ≤ x1 ≤

(
3k

2
+ 1

2

)
Z


}
⊂ Sk,

and it holds that

1∫
0

(
|∇v|2 + |v|4 + |� − �Sk

|2
) ∣∣∣

x1=ζ1,k

dx2 ≤ M.

Otherwise, one has

‖v‖2
H 1(Sk)

+ ‖v‖4
L4(Sk)

+ ‖� − �Sk
‖2
L2(Sk)

> Z
M = 
2eC
,

which creates a paradox to (4.8). Choosing k0 > 0 being sufficiently large such that the sequence 
{ζ1,k}∞k=k0

⊂ [ζ ′, ∞), clearly one has ζ1,k ↗ ∞ as k → ∞. Moreover, using the trace theorem of 
functions in the Sobolev space H 1, one has

1∫
0

|v(x1, x2)|2dx2 ≤ C

∫
z>x1

1∫
0

(|v|2 + |∇v|2)(z, x2)dx2dz → 0, as x1 → ∞.

Noting that 
∫ 1

0 v1(ζ1,k, x2)dx2 = 0 for k ≥ k0, we deduce the following by the Poincaré inequal-
ity:

∣∣∣∣∣∣
1∫

0

v3�

∣∣∣
x1=ζ1,k

dx2

∣∣∣∣∣∣ =
∣∣∣∣∣∣

1∫
0

v3
(
� − �Sk

) ∣∣∣
x1=ζ1,k

dx2

∣∣∣∣∣∣
≤

⎛
⎝ 1∫

0

|v|2
∣∣∣
x1=ζ1,k

dx2

⎞
⎠

1/2 ⎛
⎝ 1∫

0

|� − �Sk
|2
∣∣∣
x1=ζ1,k

dx2

⎞
⎠

1/2

→ 0, as k → ∞.

Meanwhile, one finds∫
�×{x3=ζ1,k}

|v|
(
|∇v| + |v|2

) ∣∣∣
x1=ζ1,k

dx2

≤
⎛
⎝ 1∫

0

(
|∇v|2 + |v|4

) ∣∣∣
x1=ζ1,k

dx2

⎞
⎠

1/2 ⎛
⎝ 1∫

0

|v|2
∣∣∣
x1=ζ1,k

dx2

⎞
⎠

1/2

→ 0, as k → ∞;

and
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1∫
0

|P
||v|2
∣∣∣
x1=ζ1,k

dx2 ≤ ‖P
‖L∞(SR)

1∫
0

|v|2
∣∣∣
x1=ζ1,k

dx2 → 0, as k → ∞.

Choosing ζ1 = ζ1,k (k ≥ k0) in (4.6) and (4.7), respectively, and performing k → ∞, one can 
deduce that

1∫
0

∞∫
ζ ′

|∇v|2dx ≤ C

1∫
0

∞∫
ζ ′

v · ∇v · adx

︸ ︷︷ ︸
R1

+ C

1∫
0

(
|v|

(
|v|2 + |P
||v| + |∇v|

)
+ v1�

)∣∣∣
x1=ζ ′dx2.

Using the Cauchy-Schwarz inequality, the Poincaré inequality in Lemma 2.3, and the construc-
tion of profile vector a, one derives

R1 ≤ C‖P
‖L∞(SR)

⎛
⎜⎝

1∫
0

∞∫
ζ ′

|∇v|2dx

⎞
⎟⎠

1/2 ⎛⎜⎝
1∫

0

∞∫
ζ ′

|v|2dx

⎞
⎟⎠

1/2

≤ Cα


1 + α

1∫
0

∞∫
ζ ′

|∇v|2dx,

which indicates the following estimate provided α
 is small enough such that Cα

1+α

< 1:

1∫
0

∞∫
ζ ′

|∇v|2dx ≤ C

1∫
0

(
|v|

(
|v|2 + |P
||v| + |∇v|

)
+ v3�

)∣∣∣
x1=ζ ′dx2. (4.9)

Denoting

G(ζ ′) :=
1∫

0

∞∫
ζ ′

|∇v|2dx, (4.10)

and integrating (4.9) with ζ ′ on (ζ, ∞), one arrives

∞∫
ζ

G(ζ ′)dζ ′ ≤ C

⎛
⎜⎝

1∫
0

∞∫
ζ

(
|v|

(
|v|2 + |P
||v| + |∇v|

))
dx +

∣∣∣∣∣∣∣
1∫

0

∞∫
ζ

v1�dx

∣∣∣∣∣∣∣
⎞
⎟⎠ . (4.11)

Applying the Poincaré inequality in Lemma 2.3, one deduces

1∫ ∞∫
|v|

(
|v|2 + |P
||v| + |∇v|

)
dx ≤ C

1∫ ∞∫
|∇v|2dx. (4.12)
0 ζ 0 ζ
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Moreover, using a similar approach as in the proof of Proposition 3.6, one notices that

∣∣∣∣∣∣∣
1∫

0

∞∫
ζ

v1�dx

∣∣∣∣∣∣∣ ≤
∞∑

m=1

∣∣∣∣∣∣∣∣
∫

ϒ+
ζ+m

v1�dx

∣∣∣∣∣∣∣∣
≤ C

∞∑
m=1

(
‖P
‖L∞(ϒ+

ζ+m)‖∇v‖2
L2(ϒ+

ζ+m)
+ ‖∇v‖2

L2(ϒ+
ζ+m)

+ ‖∇v‖3
L2(ϒ+

ζ+m)

)

≤ C

1∫
0

∞∫
ζ

|∇v|2dx. (4.13)

Substituting (4.12) and (4.13) in (4.11), one arrives at

∞∫
ζ

G(ζ ′)dζ ′ ≤ CG(ζ ), for any ζ > Z
.

This implies

N (ζ ) :=
∞∫

ζ

G(ζ ′)dζ ′

is well-defined for all ζ > Z
, and

N (ζ ) ≤ −CN ′(ζ ), for any ζ > Z
. (4.14)

Multiplying the factor eC−1ζ on both sides of (4.14) and integrating on [Z
, ζ ], one deduces

N (ζ ) ≤ C exp
(
−C−1ζ

)
, for any ζ > Z
.

According to the definition (4.10), one has G is both non-negative and non-increasing. Thus

G(ζ ) ≤
ζ∫

ζ−1

G(ζ ′)dζ ′ ≤ N (ζ − 1) ≤ C exp
(
−C−1ζ

)
, for any ζ > Z
 + 1.

This completes the proof of the (4.2) by choosing σ = C−1. �

265



Z. Li, X. Pan and J. Yang Journal of Differential Equations 377 (2023) 221–270
4.2. Higher-order regularity of weak solutions

4.2.1. Hm-estimates of weak solutions
Given an arbitrary φ ∈ C∞

c (S , R), with φ = 0 on ∂S , direct calculation shows ϕ :=
(−∂x2φ , ∂x1φ) defines a well-defined test function in Definition 3.4. By replacing ϕ with 
(−∂x2φ , ∂x1φ) in (3.17), and denoting ω = ∂x2v1 − ∂x1v2, one deduces

−
∫
S

ω�φdx +
∫
∂S

(α − 2κ)vtan
∂φ

∂n
dS +

∫
S

v · ∇ω · φdx =
∫
S

(
�b − a · ∇b

) · φdx

+
∫
S

(v · ∇a + a · ∇v)⊥ · ∇φdx,

where b = ∂x2a1 − ∂x1a2. This implies ω solves the following linear elliptic problem weakly:

{ −�ω + v · ∇ω = (�b − a · ∇b) − ∇ · (v · ∇a + a · ∇v)⊥ , in S;
ω = (−2κ + α)vtan, on ∂S.

(4.15)

Here v ∈ H 1(S) is treated as a known function solved in Section 3.2, while a is the smooth 
divergence-free flux carrier constructed in Section 3.1.

To study bounds of higher-order norms of the solution, we split the problem (4.15) into a 
sequence of problems on bounded smooth domains. Recall the definition of Sk in (4.1), we 
denote the related cut-off function

ψk =
⎧⎨
⎩ ψ

(
x1 − 3kZ


2

)
, for k > 0;

ψ
(
y1 − 3kZ


2

)
, for k < 0,

where ψ is a smooth 1D cut-off function that satisfies:

⎧⎪⎪⎨
⎪⎪⎩

suppψ ⊂ [−9Z
/10 ,9Z
/10] ;
ψ ≡ 1, in [−4Z
/5 ,4Z
/5] ;
0 ≤ ψ ≤ 1, in [−Z
 ,Z
] ;
|ψ(m)| ≤ C/Zm


 ≤ C, for m = 1,2.

Meanwhile, ψ0 is a 2D smooth cut-off function that enjoys

⎧⎪⎪⎨
⎪⎪⎩

suppψ0 ⊂ S9Z
/10;
ψ ≡ 1, in S4Z
/5;
0 ≤ ψ ≤ 1, in SZ
;
|ψ(m)| ≤ C/Zm


 ≤ C, for m = 1,2.

However, domains Sk given in previous subsection are only Lipschitzian, which may cause 
unnecessary difficulty in deriving higher-order regularity of ω. To this end, we introduce S̃k, a 
bounded smooth domain which contains Sk , with its boundary ∂S̃k ⊃ ∂Sk ∩ ∂S . In order to 
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make the constants of specific inequalities (i.e. imbedding inequalities, trace inequalities, Biot-
Savart law) on each S̃k (k ∈ Z) being uniform, one chooses every S̃k with k > 0 to be congruent 
to S̃1, and every S̃k with k < 0 to be congruent to S̃−1. This can be guaranteed by the definition 
of Sk . By the splitting and constructions above, the “distorted part” in the middle of the stripe is 
totally contained in S0 ⊂ S̃0, and ∇ψk are totally supported away from this “distorted part” for 
each k ∈Z.

Multiplying (4.15)1 by ψk , we can convert the problem (4.15) to related problem in domain 
S̃k , with k ∈Z:

{ −�ωk + v · ∇ωk = ∇ · F k + f k, in S̃k;
ωk = gk, on ∂S̃k.

Here ωk = ψkω, while

F k = − ψk (v · ∇a + a · ∇v)⊥ − 2ω∇ψk;
f k = ψk (�b − a · ∇b) + ∇ψk · (v · ∇a + a · ∇v)⊥ + ω (�ψk + v · ∇ψk) ;
gk = (−2κ + α)ψkvtan.

Using Gagliardo-Nirenberg interpolation together with the trace theorem, it is not hard to derive

‖F k‖L2(S̃k)
+ ‖f k‖L2(S̃k)

+ ‖gk‖H 1/2(∂S̃k)

≤ C‖v‖H 1(Sk)

(
1 + 
eC
 + ‖v‖H 1(Sk)

)
, ∀k ∈Z. (4.16)

Noting that the constant C above is independent with k, due to congruent property of domains 
{S̃k}k∈Z. Therefore, using the classical theory of elliptic equations and (4.16), one derives

‖ωk‖H 1(S̃k)
≤ C‖v‖H 1(Sk)

(
1 + 
eC
 + ‖v‖H 1(Sk)

)
, ∀k ∈ Z.

Applying the Biot-Savart law, one derives

‖v‖H 2(S′
k)

≤ C
(
‖ωk‖H 1(S̃k)

+ ‖v‖L2(S′
k)

)
≤ C‖v‖H 1(Sk)

(
1 + 
eC
 + ‖v‖H 1(Sk)

)
, ∀k ∈ Z,

where

S′
k = {x ∈ Sk : ψk = 1}.

This implies, by summing over k ∈Z, that
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‖v‖2
H 2(S)

≤
∑
k∈Z

‖v‖2
H 2(S′

k)

≤C
∑
k∈Z

‖v‖2
H 1(Sk)

(
1 + 
eC
 + ‖v‖H 1(Sk)

)2

≤C‖v‖2
H 1(S)

(
1 + 
2eC
 + ‖v‖2

H 1(S)

)
.

This concludes the global H 2-regularity estimate of v. From this, similarly as we derive (4.16), 
one achieves a “one-order upper” regularity of F k , f k and gk , for any k ∈ Z, that is

‖F k‖H 1(S̃k)
+ ‖f k‖H 1(S̃k)

+ ‖gk‖H 3/2(∂S̃k)
≤ C
,

which indicates the H 3-regularity of v. Following this bootstrapping argument, one deduces v is 
smooth and

‖v‖Hm(S) ≤ C
,m, ∀m ∈N.

This finished the proof of the regularity part of Theorem 1.6. �
4.2.2. Exponential decay of higher-order norms

Finally, the higher-order regularity and the H 1-exponential decay estimate in previous sub-
section, indicates the higher-order exponential decay. In fact, using Sobolev imbedding, we first 
need to show the following decay of the solution in Hm norms, with m ≥ 2:

‖v‖Hm(SL\Sζ )) + ‖v‖Hm(SR\Sζ ) ≤ C
,m

(
‖v‖H 1(SL\Sζ−Z


) + ‖v‖H 1(SR\Sζ−Z

)

)
,

for all ζ > 2Z
. This is derived by using the method in the proof of Section 4.2.1, but summing 
over k ∈Z such that

suppψk ∩ (
S\Sζ

) �= ∅.

Then, the proof is completed by the H 1 decay estimate (4.2). This finishes the proof of Theo-
rem 1.6. �
Remark 4.3. For the pressure p, there exists two constants CL, CR > 0 (See (1.5) and (1.4)), 
and a smooth cut-off function η given in (3.9) such that: For any m ≥ 0,∥∥∥∥∥∥∇m∇

⎛
⎝p + CR

x1∫
−∞

η(s)ds − CL

−y1∫
−∞

η(s)ds

⎞
⎠
∥∥∥∥∥∥

L2(S)

≤ C
,m.

Meanwhile, the following pointwise decay estimate holds: for all |x| >> 1,∣∣∣∣∣∣∇m∇
⎛
⎝p + CR

x1∫
η(s)ds − CL

−y1∫
η(s)ds

⎞
⎠ (x)

∣∣∣∣∣∣ ≤ C
,m exp
{−σ
,m|x|} ,
−∞ −∞
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where C
,m and σ
,m are positive constants depending on 
 and m. The subtracted term

πP := −CR

x1∫
−∞

η(s)ds + CL

−y1∫
−∞

η(s)ds

is set to balance the pressure of the Poiseuille flows. �
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