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Abstract. In this paper, we prove a single-component BKM-type regularity criterion for the inviscid axially symmetric
Hall-MHD system. More precisely, we show that if the current density is swirl-free, then the L1

t L∞
x boundedness of partial

vorticity (corresponding to curl of the swirl part of the velocity) implies regularity of the solution. The novelty of our result
is that we only impose a critical regularity criterion on one component of the velocity which is new even if we ignore the
magnetic field and consider only the 3D axially symmetric Euler equations. Our results can not be easily extended to the
classical L1

t BMO norm regularity criterion at present, which will be pursued in our further works.
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1. Introduction

The Hall-MHD (HMHD) system has been widely used to describe plasma phenomena over decades, e.g.
the structuring of sub-Alfvénic plasma expansion and rapid magnetic field transport in plasma opening
switches [18]. It has become more evident that Hall physics plays a critical role in magnetic reconnection
processes and this has spurred renewed interest in this subject these years. The theory of Hall-MHD is
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applicable to phenomena occurring on length scales shorter than an ion inertial length, and time scales
shorter than an ion cyclotron period.

In this paper, we consider the 3D inviscid and resistive Hall-MHD system (Euler-HMHD), which reads
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂tu + u · ∇u + ∇p =
1
μ0

h · ∇h,

∂th + u · ∇h + ν0∇ × [
(∇ × h) × h

]
= h · ∇u + νΔh,

∇ · u = 0,

∇ · h = 0.

(1.1)

Here u : R
3 → R

3 is the velocity and h : R
3 → R

3 is the magnetic field. p : R
3 → R represents the

pressure. μ0, ν, ν0 > 0 stand for the constant vacuum permeability, ohmic resistivity and ratio for the
Hall effect.

Let us first briefly introduce the Hall-MHD system (1.1). Physically the first equation in (1.1) is the
conservation of momentum, which is originally expressed by

∂tu + u · ∇u + ∇P = j × h. (1.2)

Here the left hand side is identical with Euler equations, while j × h is the term of Lorentz force, with j
stands for the current density. Consider the Ampère’s circuital law (with Maxwell’s addition):

∇ × h = μ0j +
1
c2

∂tE. (1.3)

Here E is the electronic field and the ratio μ0 is the vacuum permeability. If the characteristic speed of
the process is far more smaller than the speed of light c, we can approximate (1.3) by neglecting 1

c2 ∂tE.
Thus

j =
1
μ0

∇ × h. (1.4)

Substituting (1.4) in (1.2), using the identity

(∇ × h) × h = h · ∇h − 1
2
∇|h|2,

and denoting p :=P + 1
2μ0

|h|2, one arrives (1.1)1.
Now we are ready to introduce (1.1)2. For a completely ionized plasma containing only n electrons

and one type of ions of charge e, the generalized Ohm’s law can be written as [3]

me

ne2
∂tj − 1

ne
∇ · Pe = E + u × h − 1

ne
j × h − j/σ. (1.5)

Here me is the electron mass. For the cases that the charge current density j does not vary with time, we
have ∂tj ≡ 0. If we further consider the pressure term ∇ · Pe is negligible, then (1.5) can be simplified to

j = σ(E + u × h) − σ

ne
j × h

︸ ︷︷ ︸
Hall effect term

. (1.6)

Here the last term in equation (1.6) is related to a phenomenon called the Hall effect in magnetohydrody-
namic flow, and thus normally called the Hall effect term. For the case of perfect conductivity (σ → ∞),
it follows that

E + u × h − 1
ne

j × h = 0.

Using (1.4), one can express E by

E = −u × h +
1

μ0ne
(∇ × h) × h.
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Substituting the above equality in the resistive Maxwell-Faraday equation

∂th = −∇ × E + νΔh,

we arrive

∂th = ∇ × (u × h) − 1
μ0ne

∇ × [
(∇ × h) × h

]
+ νΔh.

Thus (1.1)2 is derived by denoting ν0 = 1
μ0ne .

The third line of (1.1) is the conservation of mass, which is reduced to the divergence free of velocity
for incompressible fluid. Finally the fourth line is the Gauss’s law for magnetism.

In our paper, the coefficients μ0, ν, ν0 play no essential roles in the proof, so without loss of generality,
we set μ0 = ν = ν0 = 1.

We will consider axially symmetric solutions of system (1.1) and most of the proof is carried out in
the cylindrical coordinates (r, θ, z), i.e., for x = (x1, x2, x3) ∈ R

3,

r =
√

x2
1 + x2

2, θ = arctan
x2

x1
, z = x3.

A solution of (1.1) is called an axially symmetric solution, if and only if
{

u = ur(t, r, z)er + uθ(t, r, z)eθ + uz(t, r, z)ez,

h = hr(t, r, z)er + hθ(t, r, z)eθ + hz(t, r, z)ez,

satisfy the system (1.1). Here the basis vectors er, eθ, ez are

er =
(x1

r
,
x2

r
, 0

)
, eθ =

(
−x2

r
,
x1

r
, 0

)
, ez = (0, 0, 1).

From the local existence and uniqueness results, it is clear that if the swirl component of the initial
current density jθ

0eθ = ∇×(hr
0er +hz

0ez) vanishes, then jθ will vanish for all time. That is: one only needs
to assume hr

0 = hz
0 ≡ 0, then vanishing of hr and hz holds for any time. In this case and in cylindrical

coordinates, (1.1) can be written into the following
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂tu
r + (ur∂r + uz∂z)ur − (uθ)2

r
+ ∂rp = − (hθ)2

r
,

∂tu
θ + (ur∂r + uz∂z)uθ +

uθur

r
= 0,

∂tu
z + (ur∂r + uz∂z)uz + ∂zp = 0,

∂th
θ + (ur∂r + uz∂z)hθ − hθur

r
=

(
Δ − 1

r2

)
hθ +

∂z(hθ)2

r
,

∇ · u = ∂ru
r +

ur

r
+ ∂zu

z = 0.

(1.7)

The vorticity w of the axially symmetric velocity u is given by

w = ∇ × u = wr(t, r, z)er + wθ(t, r, z)eθ + wz(t, r, z)ez,

where

wr = −∂zu
θ, wθ = ∂zu

r − ∂ru
z, wz = ∂ru

θ +
uθ

r
.

By the first three equations of (1.7), (wr, wθ, wz) satisfies
⎧
⎪⎪⎨

⎪⎪⎩

∂tw
r + (ur∂r + uz∂z)wr = (wr∂r + wz∂z)ur,

∂tw
θ + (ur∂r + uz∂z)wθ =

ur

r
wθ +

1
r
∂z(uθ)2 − 1

r
∂z(hθ)2,

∂tw
z + (ur∂r + uz∂z)wz = (wr∂r + wz∂z)uz.

(1.8)
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Our main theorem in this paper is that for the axially symmetric solution of system (1.1), if the
current density is swirl-free, then the L1

t L
∞
x boundedness of partial vorticity (corresponding to curl of

the swirl part of the velocity) implies the regularity of the solution, which is a Beale–Kato–Majda-type
regularity criterion. See [1] for the original BKM criterion for 3D Euler equations.

Theorem 1.1. For any 0 < T∗ < ∞, let (u, h) ∈ C
(
[0, T∗);Hm(R3)

)
(m ≥ 3) be the unique solution of

(1.1) with the initial data (u0, h0) ∈ Hm(R3), being axially symmetric and satisfying ∇·u0 = hr
0 = hz

0 ≡ 0.
Then (u, h)(t, ·) keeps in Hm(R3) at t = T∗ if and only if

∫ T∗

0

∥
∥∇ × (uθeθ)(t, ·)

∥
∥

L∞ dt ≤ C∗ < ∞. (1.9)

�
In particular, it is evident that (1.9) holds automatically if uθ ≡ 0, for any T∗ > 0. Therefore concerning

the global well-posedness, we have the following direct corollary. Compared to the paper [14], our system
is equipped with an inviscid velocity field.

Corollary 1.2. Under the same conditions as Theorem 1.1, if we further assume uθ
0 ≡ 0, then the solution

(u, h) of (1.7) keeps in Hm(R3) globally in time. �

Remark 1.3. If h ≡ 0, system (1.1) is reduced to the Euler equations. The regularity criterion in Theorem
1.1 is new even for the axially symmetric Euler equations to the best of the authors’ knowledge. If the
spacial domain Ω is away from the axis of symmetry, authors in the pioneer work [6] showed the following
criterion for the 3D axisymmetric Euler equations: For any m ≥ 3, lim supt↗T∗ ‖u(t, ·)‖Hm(Ω) < ∞
provided

∫ T∗

0

‖∇uθ(t, ·)‖L∞(Ω)dt < ∞.

See also [4] for a BKM-type blow-up criterion of 3D axially symmetric Euler equations in terms of one
component of the vorticity field. �

There already have been many studies and fruitful results related to the well-posedness and regularity
of the Hall-MHD system, so it is impossible to include all the important and interesting results in our
introduction. We only present some results that in the authors’ interest. Chae et al. [5] established the
global existence of weak solutions and the local well-posedness of smooth solutions in Sobolev space
Hs(R3) with s > 5/2. Later on, Benvenutti–Ferreira in [2] proved the local-in-time well-posedness of H2

strong solutions. Recently, Dai [13] improved the local well-posedness theory in Hs(Rn) with s > n/2.
Chae–Wan–Wu [10] proved local well-posedness for the Hall-MHD equations with fractional magnetic
diffusion. Chae-Weng [11] showed the non-resistive Hall-MHD system is not globally in time well-posed
in any Sobolev space Hs(R3) with s > 7/2. Some regularity criteria for large data solutions, together with
global well-posedness and asymptotic behavior of small data solutions can be found in [8,9,15,25,27,28]
and references therein.

Throughout the paper, Ca,b,c,... denotes a positive constant depending on a, b, c, . . . which may be
different from line to line. Moreover, we denote C0,a,b,c,... if the positive constant also depends on initial
data. We also apply A � B to denote A ≤ CB. Meanwhile, A � B means both A � B and B � A.
L stands for a multi-index such that L = (l1, l2, l3) where l1, l2, l3 ∈ N ∪ {0} and |L| = l1 + l2 + l3,
∇L = ∂l1

x1
∂l2

x2
∂l3

x3
. For 1 ≤ p ≤ ∞ and k ∈ N, Lp denotes the usual Lebesgue space with norm

‖f‖Lp :=

⎧
⎪⎪⎨

⎪⎪⎩

(∫

R3
|f(x)|pdx

)1/p

, 1 ≤ p < ∞,

esssup
x∈R3

|f(x)|, p = ∞,



JMFM A Single-Component BKM-Type Regularity Criterion Page 5 of 19 16

while W k,p denotes the usual Sobolev space and Ẇ k,p denotes the usual homogeneous Sobolev space with
their norm and semi-norm

‖f‖W k,p :=
∑

0≤|L|≤k

‖∇Lf‖Lp ,

|f |Ẇ k,p :=
∑

|L|=k

‖∇Lf‖Lp ,

respectively. We also simply denote W k,p and Ẇ k,p by Hk and Ḣk provided p = 2. For any Banach space
X, we say v : [0, T ] × R

3 → R belongs to the Bochner space Lp(0, T ;X), if

‖v(t, ·)‖X ∈ Lp(0, T ),

and we usually use Lp
T X for short notation of Lp(0, T ;X).

Let us briefly present our idea of proof. We mainly focus on deriving the L1(0, T∗, L∞) boundedness
of wθ and L∞(0, T∗, L2) boundedness of ∇h. Then by combining Condition 1.9, the BKM-type criterion
on u and Lp

T ∗Lq (2/p + 3/q ≤ 1) criterion on ∇h are satisfied. Then by applying the result in [20,26], we
can obtain the validity of Theorem 1.1. Define

Ω :=
wθ

r
, J :=

wr

r
, H :=

hθ

r
, b = urer + uzez.

The L∞
T∗L∞ boundedness of wθ and L∞

T∗L2 boundedness of ∇h will be presented by using the bootstrap
argument as the following order:

‖H‖L∞
T∗ L∞ → ‖(Ω, J)‖L∞

T∗ (L2∩L6) → ‖∇b‖L∞
T∗ (L2∩L6) → ‖∂zH‖L1

T∗ H2 → ‖wθ‖L∞
T∗ L∞ → ‖∇h‖L∞

T∗ L2 .

The remaining of this paper is organized as follows. In Sect. 2, we provide some useful Lemmas
concerning interpolation inequalities, Lp boundedness of the gradient of velocity by the vorticity coming
from Biot–Savart law, Lp boundedness of the gradient of ur/r by wθ/r, and a Hardy type inequality
which indicates the L∞ boundedness of uθ/r by wz. Finally, in Sect. 3, we provide the proof of Theorem
1.1.

2. Preliminaries

At the beginning, let us introduce some useful lemmas which will be frequently used in the proof of
the main theorem. First is the well-known Gagliardo−Nirenberg interpolation inequality in R

3. We list
here without proof.

Lemma 2.1 (Gagliardo–Nirenberg). Fix q, r ∈ [1,∞] and j,m ∈ N ∪ {0} with j ≤ m. Suppose that
f ∈ Lq ∩ Ẇm,r and there exists a real number α ∈ [j/m, 1] such that

1
p

=
j

3
+ α

(
1
r

− m

3

)
+

1 − α

q
.

Then f ∈ Ẇ j,p and there exists a constant C > 0 such that

‖∇jf‖Lp ≤ C‖∇mf‖α
Lr‖f‖1−α

Lq ,

except the following two cases:
(i) j = 0, mr < d and q = ∞; (In this case it is necessary to assume also that either u → 0 at infinity,

or u ∈ Ls for some s < ∞.)
(ii) 1 < r < ∞ and m − j − 3/r ∈ N. (In this case it is necessary to assume also that α < 1.) �

Using the Biot–Savart law and the Lp boundedness of Calderon–Zygmund singular integral operators,
we have the following lemma whose detailed proof can be found in [7,12].
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Lemma 2.2. Let u = urer +uθeθ +uzez be an axially symmetric vector field, w = ∇×u = wrer +wθeθ +
wzez and b = urer + uzez. Then we have

‖∇u‖Lp ≤ Cp‖w‖Lp

and

‖∇b‖Lp ≤ Cp‖wθ‖Lp

for all 1 < p < ∞. �

Next we state that the Lp (1 < p < ∞) bound of ∇ur

r could be controlled by the Lp bound of wθ

r ,
while the L∞ norm of uθ

r could be dominated by L∞ norm of wz. Here goes two lemmas:

Lemma 2.3. Define Ω := wθ

r . For 1 < p < +∞, there exists an absolute constant Cp > 0 such that
∥
∥
∥
∥∇ur

r
(t, ·)

∥
∥
∥
∥

Lp

≤ Cp‖Ω(t, ·)‖Lp .

The proof of this lemma can be founded in many literatures, such as [19] ( equation (A.5)) and [23] (
Proposition 2.5). �

Lemma 2.4.
∥
∥
∥
∥

uθ

r
(t, ·)

∥
∥
∥
∥

L∞
≤ 1

2
‖wz(t, ·)‖L∞ (2.1)

for any t > 0.

To prove Lemma 2.4, one needs the following one dimensional Hardy inequality, which could be found
in [16] (Theorem 330).

Proposition 2.5. If p > 1, σ 
= 1, f is a nonnegative measurable function and F is defined by

F (x) =
∫ x

0

f(t)dt, (σ > 1), F (x) =
∫ ∞

x

f(t)dt, (σ < 1).

Then
∫ ∞

0

x−σF pdx <

(
p

|σ − 1|
)p ∫ ∞

0

x−σ(xf)pdx,

unless f ≡ 0. �

Proof of Lemma 2.4. Choosing σ = 2p − 1 > 1, and f(r) = r|wz|, Proposition 2.5 indicates
∫ ∞

0

r−2p+1

(∫ r

0

s|wz(t, s, z)|ds

)p

dr ≤
(

1
2

)p ∫ ∞

0

|wz(t, r, z)|prdr. (2.2)

Noting that

|ruθ(t, r, z)| =
∣
∣
∣
∣

∫ r

0

swz(t, s, z)ds

∣
∣
∣
∣ ≤

∫ r

0

s|wz(t, s, z)|ds,

(2.2) implies
∫ ∞

0

∣
∣
∣
∣
uθ

r
(t, r, z)

∣
∣
∣
∣

p

rdr ≤
(

1
2

)p ∫ ∞

0

|wz(t, r, z)|prdr. (2.3)

Integrating (2.3) with z on R, we know that
∥
∥
∥
∥

uθ

r
(t, ·)

∥
∥
∥
∥

Lp

≤ 1
2
‖wz(t, ·)‖Lp .

Therefore (2.1) follows by choosing p → ∞. �
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3. Proof of Theorem 1.1

First we give some initial data explanations. Actually from u0, h0 ∈ H3(R3), we can deduce

ur
0

r
,

uθ
0

r
and

hθ
0

r
∈ H2(R3).

The proof is presented in Appendix. Moreover, by Sobolev imbedding,

ur
0

r
,

uθ
0

r
,

hθ
0

r
∈ Lp(R3), ∀p ∈ [2,∞].

In the cylindrical coordinates, we note that for the axially symmetric initial vorticity w0 = wr
0(r, z)er +

wθ
0(r, z)eθ + wz

0(r, z)ez ,

|∇w0|p �p |∇̄wr
0|p + |∇̄wθ

0|p + |∇̄wz
0 |p +

∣
∣
∣
∣
wr

0

r

∣
∣
∣
∣

p

+
∣
∣
∣
∣
wθ

0

r

∣
∣
∣
∣

p

,

where ∇̄ = (∂r, ∂z). Since ∇w0 ∈ H1(R3) ↪→ L2(R3)∩L6(R3), we conclude that wr
0

r ,
wθ

0
r ∈ L2(R3)∩L6(R3).

These embedding results above guarantee the validity of all the initial data in the proof of Theorem 1.1
below.

Since ∇ × (uθeθ) = wrer + wzez, Condition (1.9) implies the L1(0, T∗, L∞) boundedness of both wr

and wz. Therefore our first task in the proof is to derive the L1(0, T∗, L∞) boundedness for the rest
component wθ. This indicates a BKM-type criterion for the total vorticity. In normal sense, we still need
a Lp

t L
q (2/p + 3/q ≤ 1) criterion for ∇h to derive the regularity for invicid Hall-MHD system (1.1).

See, for example, [26, Theorem 1.1]. However, under the framework of axial symmetry and vanishing of
hrer + hzez, we can conclude that ∇h ∈ L2

t L
∞ by the energy method with no extra conditions. Thus a

direct application of [26, Theorem 1.1] indicates validity of Theorem 1.1.

3.1. Fundamental Estimates

At the beginning, the following Lemma states fundamental estimates of the system (1.7):

Lemma 3.1 (Fundamental Energy Estimates). Define H := hθ

r . Let (u, h) ∈ Hm be the solution of (1.7),
then we have

(i) for p ∈ [2,∞) and t ∈ (0,∞),

‖H(t, ·)‖p
Lp + p(p − 1)

∫ t

0

∫

R3
|∇H(s, x)|2|H(s, x)|p−2dxds ≤ ‖H0‖p

Lp ; (3.1)

‖H(t, ·)‖L∞ ≤ ‖H0‖L∞ ; (3.2)

(ii) for u0, h0 ∈ L2 and t ∈ (0,∞),

‖(u, hθ)(t, ·)‖2
L2 +

∫ t

0

‖∇hθ(s, ·)‖2
L2ds +

∫ t

0

∥
∥
∥
∥

hθ

r
(s, ·)

∥
∥
∥
∥

2

L2

ds ≤ C0, (3.3)

where C0 depends only on ‖(u0, h0)‖L2 .

Proof. By (1.7)4, we have H satisfies

∂tH + (ur∂r + uz∂z)H −
(

Δ +
2
r
∂r

)
H − 2H∂zH = 0. (3.4)
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Performing the Lp estimate of (3.4)
1
p

d

dt
‖H(t, ·)‖p

Lp + (p − 1)
∫

R3
|H|p−2|∇H|2dx =

2
p

∫

R3

1
r
∂r|H|pdx +

2
p + 1

∫

R3
∂z

(
H|H|p)dx

=
4π

p

∫

R

∫ ∞

0

∂r|H|pdrdz

= −4π

p

∫

R

|H(t, 0, z)|pdz ≤ 0.

Integrating over (0, t), one derives (3.1). (3.2) follows by letting p → ∞. Meanwhile, (3.3) follows from
the standard L2 estimate of the system (1.1). �

3.2. L∞
T∗

(
L2 ∩ L6

)
Bound of Ω and L∞

t Ḣ1 ∩ L2
t Ḣ2 Estimate of H

Starting with the fundamental estimates (3.1) (3.2) and (3.3) from the previous subsection, our second
step is to obtain an a priori bound for ‖Ω‖L∞

T∗ (L2∩L6), together with bound for the magnetic quantity

‖H‖L∞
T∗ Ḣ1∩L2

T∗ Ḣ2 . We will apply the Lp energy estimate on the equations of the couple Ω = wθ

r , J = wr

r :
⎧
⎪⎨

⎪⎩

∂tΩ + b · ∇Ω = −∂zH
2 − 2

uθ

r
J,

∂tJ + b · ∇J = (wr∂r + wz∂z)
ur

r
,

(3.5)

which can be derived from (1.8)1,2 via direct calculations. First we show that ‖(Ω, J)‖L∞
T∗ (L2∩L6) can be

controlled by ‖H‖L∞
T∗ Ḣ1∩L2

T∗ Ḣ2 . On the other hand, an energy estimate of the equation of H

∂tH + (ur∂r + uz∂z)H −
(

Δ +
2
r
∂r

)
H − 2H∂zH = 0

indicates ‖H‖L∞
T∗ Ḣ1∩L2

T∗ Ḣ2 can be bounded by ‖Ω‖L∞
T∗ (L2∩L6). Thus we consequently derive a self-closed

a priori estimate for the couple of quantities (Ω,H). The detailed result is stated as follows:

Proposition 3.2. Define Ω := wθ

r and H := hθ

r . Assume that ∇ · u0 = hr
0 = hz

0 ≡ 0. Let (u, h), satisfying
(1.9), be the unique local axially symmetric solution of (1.1) with the initial data (u0, h0) ∈ Hm(R3)
(m ≥ 3). The following (L∞

T∗(L2 ∩ L6)) × (L∞
T∗Ḣ1 ∩ L2

T∗Ḣ2) estimate of (Ω,H) holds

sup
0≤t≤T∗

(‖Ω(t, ·)‖2
L2∩L6 + ‖∇H(t, ·)‖2

L2

)
+

∫ T∗

0

‖∇2H(s, ·)‖2
L2ds ≤ C0,T∗ < ∞.

Here C0,T∗ > 0 is a constant depends only on the prescribed initial data and T∗ < ∞.

Proof. We first bound Ω in terms of H. For any p ∈ [1,∞], performing the Lp estimates for (3.5)1. Using
(3.2), one arrives

‖Ω(t, ·)‖Lp �‖Ω0‖Lp +
∫ t

0

‖∂zH
2(s, ·)‖Lpds +

∫ t

0

∥
∥
∥
∥

uθ

r
(s, ·)

∥
∥
∥
∥

L∞
‖J(s, ·)‖Lpds

�‖Ω0‖Lp + ‖H‖L∞
T L∞

∫ t

0

‖∂zH(s, ·)‖Lpds +
∫ t

0

‖wz(s, ·)‖L∞ ‖J(s, ·)‖Lpds

�‖Ω0‖Lp + ‖H0‖L∞

∫ t

0

‖∂zH(s, ·)‖Lpds +
∫ t

0

∥
∥∇ × (uθeθ)(s, ·)

∥
∥

L∞ ‖J(s, ·)‖Lpds;

(3.6)

Here the second inequality of (3.6) follows from Corollary 2.4, and the third inequality is deduced by the
identity

∇ × (uθeθ) = wrer + wzez.
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Meanwhile, the same estimate for (3.5)2 indicates

‖J(t, ·)‖Lp � ‖J0‖Lp +

∫ t

0

‖(wr, wz)(s, ·)‖L∞‖∇ur

r
(s, ·)‖Lpds

� ‖J0‖Lp +

∫ t

0

‖∇ × (uθeθ)(s, ·)‖L∞‖Ω(s, ·)‖Lpds.

(3.7)

Here the second line of (3.7) follows from Lemma 2.3. Combining (3.6) and (3.7), and using Gronwall
inequality, one derives that

‖(Ω, J)(t, ·)‖Lp �
(

‖(Ω0, J0)‖Lp + ‖H0‖L∞

∫ t

0

‖∂zH(s, ·)‖Lpds

)
exp

(∫ t

0

‖∇ × (uθeθ)(s, ·)‖L∞ds

)

�‖(Ω0, J0)‖Lp + ‖H0‖L∞

∫ t

0

‖∂zH(s, ·)‖Lpds

(3.8)

for any t ≤ T∗. Specially, for p = 2, we find (3.8) together with the fundamental estimate (3.1) indicates

‖(Ω, J)(t, ·)‖2
L2 � ‖(Ω0, J0)‖2

L2 + t‖H0‖2
L∞

∫ t

0

‖∂zH(s, ·)‖2
L2ds

� ‖(Ω0, J0)‖2
L2 + T∗‖H0‖2

L2‖H0‖2
L∞ < ∞

(3.9)

holds for any t ≤ T∗, which is already a self-closed a priori estimate.
Nevertheless, to handle the last term on the far right of (3.8) for p > 2, one needs to derive a higher

order estimate of H = hθ/r. Applying (∂r, ∂z) on

∂tH + b · ∇H −
(

Δ +
2
r
∂r

)
H − 2H∂zH = 0,

one finds

∂t∂rH + b · ∇∂rH + ∂rb · ∇H −
(

Δ +
2
r
∂r

)
∂rH +

3∂rH

r2
− 2∂rH∂zH − 2H∂2

rzH = 0, (3.10)

and

∂t∂zH + b · ∇∂zH + ∂zb · ∇H −
(

Δ +
2
r
∂r

)
∂zH − 2(∂zH)2 − 2H∂2

zH = 0. (3.11)

Taking the L2 energy estimate for (3.10) and (3.11) respectively, and integrating on R
3, it follows that

1
2

d

dt
‖∇H(t, )‖2

L2 +
∥
∥∇2H(t, ·)∥∥2

L2 + 3
∥
∥
∥
∥

∂rH

r
(t, ·)

∥
∥
∥
∥

2

L2

−
∫

R3

2
r
∂r∇H · ∇Hdx

︸ ︷︷ ︸
I1

= −
∫

R3
[∂rb · ∇H∂rH + ∂zb · ∇H∂zH] dx

︸ ︷︷ ︸
I2

+ 2
∫

R3

[
(∂rH)2∂zH + H∂rH∂2

rzH + (∂zH)3 + H∂zH∂2
zH

]
dx

︸ ︷︷ ︸
I3

.

(3.12)

Here ∇ = er∂r + ez∂z which equals to (∂1, ∂2, ∂3) for an axially symmetric scalar function. The last term
on the left hand side of (3.12) follows that

I1 = 2π

∫

R

∫ ∞

0

1
r
∂r|∇H|2rdrdz = −2π

∫

R

|∇H(t, 0, z)|2dz. (3.13)
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Then, after a direct calculation, it shows that

I2 =
∫

R3
(∂rH)2∂ru

rdx

︸ ︷︷ ︸
I21

+
∫

R3
(∂zH)2∂zu

zdx

︸ ︷︷ ︸
I22

+
∫

R3
∂zH∂rH (∂zu

r + ∂ru
z) dx

︸ ︷︷ ︸
I23

(3.14)

In the following we estimate I21–I23 of (3.14) term by term. First we see

(∂rH)2 ∂ru
r = ∂rH

(
∂rh

θ − hθ

r

)
∂r

ur

r
+ (∂rH)2

ur

r
.

Since ‖∇h(t, ·)‖L2 � ‖∇hθ(t, ·)‖L2 +
∥
∥
∥hθ

r (t, ·)
∥
∥
∥

L2
, using Hölder inequality, Young inequality, interpolation

inequality (Lemma 2.1) and Lemma 2.3, we derive

|I21| � ‖∇H(t, ·)‖L3‖∇h(t, ·)‖L2

∥
∥
∥
∥∇ur

r
(t, ·)

∥
∥
∥
∥

L6

+ ‖∇H(t, ·)‖2

L
12
5

∥
∥
∥
∥

ur

r
(t, ·)

∥
∥
∥
∥

L6

� ‖∇H(t, ·)‖1/2
L2

∥
∥∇2H(t, ·)∥∥1/2

L2 ‖∇h(t, ·)‖L2

∥
∥
∥
∥∇ur

r
(t, ·)

∥
∥
∥
∥

L6

+ ‖∇H(t, ·)‖ 3
2
L2

∥
∥∇2H(t, ·)∥∥

1
2

L2

∥
∥
∥
∥∇ur

r
(t, ·)

∥
∥
∥
∥

L2

≤ 1
4

∥
∥∇2H(t, ·)∥∥2

L2 + C‖∇H(t, ·)‖2
L2

(
1 + ‖Ω(t, ·)‖ 4

3
L2

)
+ ‖∇h(t, ·)‖2

L2‖Ω(t, ·)‖2
L6 .

(3.15)

Second, using the divergence free property of u, one notes that

(∂zH)2 ∂zu
z = −∂zh

θ∂zH∂r
ur

r
− 2 (∂zH)2

ur

r
.

Similarly as the estimate of I21 in (3.15), one finds

|I22| ≤ 1
4

∥
∥∇2H(t, ·)∥∥2

L2 + C‖∇H(t, ·)‖2
L2

(
1 + ‖Ω(t, ·)‖ 4

3
L2

)
+ ‖∇h(t, ·)‖2

L2‖Ω(t, ·)‖2
L6 . (3.16)

Third, direct calculation shows

∂zH∂rH(∂zu
r + ∂ru

z) = ∂zh
θ∂rH

(
2∂z

ur

r
− wθ

r

)
.

It indicates that

|I23| � ‖∂zh
θ(t, ·)‖L2‖∂rH(t, ·)‖L3

(∥
∥
∥
∥∂z

ur

r
(t, ·)

∥
∥
∥
∥

L6

+ ‖Ω(t, ·)‖L6

)

� ‖Ω(t, ·)‖L6‖∇hθ(t, ·)‖L2‖∇H(t, ·)‖1/2
L2 ‖∇2H(t, ·)‖1/2

L2

≤ 1
4
‖∇2H(t, ·)‖2

L2 + C‖∇H(t, ·)‖2
L2 + ‖Ω(t, ·)‖2

L6‖∇h(t, ·)‖2
L2 .

(3.17)

Finally, we focus on the last line of (3.12). We denote

I3 =
∫

R3
(∂rH)2∂zHdx

︸ ︷︷ ︸
I31

+
∫

R3
H∂rH∂2

rzHdx

︸ ︷︷ ︸
I32

+
∫

R3
(∂zH)3dx

︸ ︷︷ ︸
I33

+
∫

R3
H∂zH∂2

zHdx

︸ ︷︷ ︸
I34

.

Using Young inequality and the fundamental estimate (3.2), we find

|I32| + |I34| ≤ 1
8
‖∇2H(t, ·)‖2

L2 + C‖H0‖2
L∞‖∇H(t, ·)‖2

L2 . (3.18)
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Meanwhile, applying integration by parts, |I31| + |I33| enjoys the same estimate as (3.18). Thus we
substitute (3.13)–(3.18) in (3.12) to derive

d

dt
‖∇H(t, )‖2

L2 +
∥
∥∇2H(t, ·)∥∥2

L2

�‖∇H(t, ·)‖2
L2

(
1 + ‖H0‖2

L2 + ‖Ω(t, ·)‖ 4
3
L2

)
+ ‖∇h(t, ·)‖2

L2‖Ω(t, ·)‖2
L6 .

(3.19)

Now we are ready to finish the proof of the proposition. A combination of (3.19) and (3.8) shows that

d

dt
‖∇H(t, )‖2L2 +

∥
∥∇2H(t, ·)∥∥2

L2

≤C0‖∇H(t, ·)‖2L2 + C0,C∗,T∗‖∇h(t, ·)‖2L2

(
1 +

∫ t

0
‖∂zH(s, ·)‖2L6ds

)

� (
1 + ‖∇h(t, ·)‖2L2

)
(

1 + ‖∇H(t, ·)‖2L2 +

∫ t

0
‖∇2H(s, ·)‖2L2ds

)
,

(3.20)

for any t ≤ T∗. Here

‖∇h(t, ·)‖2
L2 � ‖∇hθ(t, ·)‖2

L2 +
∥
∥
∥
∥

hθ

r
(t, ·)

∥
∥
∥
∥

2

L2

.

By denoting

G(t) := 1 + ‖∇H(t, ·)‖2
L2 +

∫ t

0

‖∇2H(s, ·)‖2
L2ds,

then (3.20) follows that

G′(t) ≤ C0,C∗,T∗
(
1 + ‖∇h(t, ·)‖2

L2

)G(t).

Gronwall inequality and the fundamental energy estimate (3.3) indicate that

G(t) ≤ C0 exp
(

C0,C∗,T∗

∫ t

0

‖∇h(s, ·)‖2
L2ds + C0,C∗,T∗t

)
≤ C0,C∗,T∗ . (3.21)

Therefore, (3.21) together with (3.9) and (3.8) for p = 6, implies

‖Ω(t, ·)‖2
L2∩L6 + ‖∇H(t, ·)‖2

L2 +
∫ t

0

‖∇2H(s, ·)‖2
L2ds ≤ C0,C∗,T∗ < ∞,

for any t ≤ T∗. This completes the proof of Proposition 3.2. �

3.3. L∞
T∗

(
L2 ∩ L6

)
Boundedness of ∇b

Starting from estimates of (Ω,H) in the previous subsection, our next step focuses on L∞
T∗Lp (2 ≤ p ≤ 6)

norm of the gradient of the velocity field b = urer + uzez. Noting that ∇b is given by the following 3 × 3
matrix

∇b =

⎛

⎝
∂ru

r 0 ∂zu
r

0 ur

r 0
∂ru

z 0 ∂zu
z

⎞

⎠ .

Using Biot–Savart law (Lemma 2.2), it is sufficient to provide the same estimate for wθ. Our proof
can be divided into following steps:

∥
∥
∥
∥

ur

r

∥
∥
∥
∥

L∞
T∗ L∞

→ ‖hθ‖L∞
T∗ (L2∩L∞) →

∥
∥
∥
∥

uθ

r

∥
∥
∥
∥

L∞
T∗ (L2∩L∞)

→ ‖wθ‖L∞
T∗ (L2∩L6).

Here goes the result:
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Proposition 3.3. Assume that ∇·u0 = hr
0 = hz

0 ≡ 0. Let (u, h), satisfying (1.9), be the unique local axially
symmetric solution of (1.1) with the initial data (u0, h0) ∈ Hm(R3) (m ≥ 3). The following L∞

t Lp

estimate of ∇b holds

‖∇b(t, ·)‖Lp < C0,C∗,T∗ , for 2 ≤ p ≤ 6, ∀t ≤ T∗.

Here C0,C∗,T∗ > 0 is a constant depending only on the prescribed initial data and C∗, T∗ < ∞ in Condition
(1.9).

Proof. We first pay attention to the following estimates of ur/r, hθ and uθ/r, respectively. �

L∞
T∗L∞ Estimate of ur

r

Using interpolation (Lemma 2.1) and Lemma 2.3, ur

r satisfies
∥
∥
∥
∥

ur

r
(t, ·)

∥
∥
∥
∥

L∞
�

∥
∥
∥
∥

ur

r
(t, ·)

∥
∥
∥
∥

1/2

L6

∥
∥
∥
∥∇ur

r
(t, ·)

∥
∥
∥
∥

1/2

L6

�
∥
∥
∥
∥∇ur

r
(t, ·)

∥
∥
∥
∥

1/2

L2

∥
∥
∥
∥∇ur

r
(t, ·)

∥
∥
∥
∥

1/2

L6

� ‖Ω(t, ·)‖1/2
L2 ‖Ω(t, ·)‖1/2

L6 � C0,C∗,T∗

(3.22)

for any t ≤ T∗. �

L∞
T∗Lp Estimate of hθ for 2 ≤ p ≤ ∞

For any p ≥ 1, multiplying hθ|hθ|p−2 on (1.7)4, one derives

1
p

d

dt
‖hθ(t, ·)‖p

Lp ≤
∥
∥
∥
∥

ur

r
(t, ·)

∥
∥
∥
∥

L∞
‖hθ(t, ·)‖p

Lp −
∫

R3

|hθ|p
r2

dx − (p − 1)
∫

R3
|∇hθ|2|hθ|p−2dx

+
∫

R3

1
r
∂z(hθ)2hθ|hθ|p−2dx

≤
∥
∥
∥
∥

ur

r
(t, ·)

∥
∥
∥
∥

L∞
‖hθ(t, ·)‖p

Lp .

Here, we have applied the identity
∫

R3

1
r
∂z(hθ)2hθ|hθ|p−2dx =

2
p + 1

∫

R3
∂z

(
1
r
hθ|hθ|p

)
dx = 0.

Canceling ‖hθ(t, ·)‖p−1
Lp on each sides and using (3.22) and Gronwall inequality, one finds

‖hθ(t, ·)‖Lp ≤ C0 exp
(∫ t

0

∥
∥
∥
∥

ur

r
(s, ·)

∥
∥
∥
∥

L∞
ds

)
< C0,C∗,T∗ , uniformly for p ∈ [2,∞), (3.23)

and the L∞
T∗L∞ estimate of hθ is achieved by choosing p → ∞ in (3.23) since the far right above is

independent of p. �

L∞
T∗Lp Estimate of uθ

r
for 2 ≤ p ≤ ∞

Due to (1.7)2, uθ

r satisfies

∂t
uθ

r
+ (b · ∇)

uθ

r
+ 2

ur

r
· uθ

r
= 0.
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Performing the Lp estimate and using Gronwall inequality, it follows that
∥
∥
∥
∥

uθ

r
(t, ·)

∥
∥
∥
∥

Lp

≤
∥
∥
∥
∥

uθ
0

r

∥
∥
∥
∥

Lp

exp
(

2
∫ t

0

∥
∥
∥
∥

ur

r
(s, ·)

∥
∥
∥
∥

L∞
ds

)

≤ C0,C∗,T∗ , for any p ∈ [2,∞], t ≤ T∗.

� Finally, we perform the Lp estimate of equation

∂tw
θ + (ur∂r + uz∂z)wθ =

ur

r
wθ − 2

r
uθwr − ∂zHhθ

with 2 ≤ p ≤ 6 to derive

‖wθ(t, ·)‖Lp � ‖wθ
0‖Lp + ‖wr‖L1

t L∞

∥
∥
∥
∥

uθ

r

∥
∥
∥
∥

L∞
t Lp

+ ‖∂zH‖L1
t Lp‖hθ‖L∞

t L∞

︸ ︷︷ ︸
G1

+
∫ t

0

‖wθ(s, ·)‖Lp

∥
∥
∥
∥

ur

r
(s, ·)

∥
∥
∥
∥

L∞
ds.

(3.24)

Based on the aforementioned estimates of ur/r, hθ and uθ/r, the estimate of ∇H in Proposition 3.2,
together with the assumption of initial data in Theorem 1.1, noting that Condition (1.9) leading to

‖wr‖L1
t L∞ ≤ ‖∇ × (uθeθ)‖L1

t L∞ ≤ C∗ < ∞, ∀t ≤ T∗,

we find

G1 ≤ C0,C∗,T∗ < ∞.

Thus (3.24) and Gronwall inequality indicate that

‖wθ(t, ·)‖Lp ≤ C0,C∗,T∗ exp
(∫ t

0

∥
∥
∥
∥

ur

r
(s, ·)

∥
∥
∥
∥

L∞
ds

)
< C0,C∗,T∗ , ∀p ∈ [2, 6],

for any t ≤ T∗. Furthermore, by Lemma 2.2, we finishes the L∞
T∗Lp estimate of ∇b, i.e.

‖∇b(t, ·)‖Lp ≤ C0,C∗,T∗ < ∞, 2 ≤ p ≤ 6, ∀t ≤ T∗.

�

3.4. L∞
T∗Ḣ1 ∩ L2

T∗Ḣ2 Boundedness of ∂zH

Let us recall the equation of wθ:

∂tw
θ + (ur∂r + uz∂z)wθ =

ur

r
wθ +

1
r
∂z(uθ)2 − 1

r
∂z(hθ)2.

One observes that, aiming at obtaining the L∞
T∗L∞ estimate of wθ, one still needs to show the L1

T∗L∞

boundedness of ∂zH, since the last term above satisfies
1
r
∂z(hθ)2 = 2hθ∂zH,

and the L∞
T∗L∞ bound of hθ is already given in (3.23). Thus we derive the following proposition.

Proposition 3.4. Assume that ∇·u0 = hr
0 = hz

0 ≡ 0. Let (u, h), satisfying (1.9), be the unique local axially
symmetric solution of (1.1) with the initial data (u0, h0) ∈ Hm(R3) (m ≥ 3), the following estimate of
∂zH holds

‖∇∂zH(t, )‖2
L2 +

∫ t

0

∥
∥∇2∂zH(s, ·)∥∥2

L2 ds < C0,C∗,T∗ , ∀t ≤ T∗.

Here C0,C∗,T∗ > 0 is a constant depending only on the prescribed initial data and C∗, T∗ < ∞ in Condition
1.9.
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Proof. Applying ∂z on (3.10), (3.11) and performing the L2 energy estimates for the resulting equations
with ∂2

rzH and ∂2
zH respectively. Adding them together, we conclude that

1
2

d

dt
‖∇∂zH(t, )‖2

L2 +
∥
∥∇2∂zH(t, ·)∥∥2

L2 + 2π

∫

R

|∇∂zH(t, 0, z)|2dz + 3
∥
∥
∥
∥

∂2
rzH

r
(t, ·)

∥
∥
∥
∥

2

L2

= −
∫

R3

[
∂zb · ∇∂rH∂2

rzH + ∂zb · ∇∂zH∂2
zH

]
dx

︸ ︷︷ ︸
J1

−
∫

R3

[
∂z(∂rb · ∇H)∂2

rzH + ∂z(∂zb · ∇H)∂2
zH

]
dx

︸ ︷︷ ︸
J2

+ 2
∫

R3

[
H

((
∂2

rzH
)2

+
(
∂2

zH
))

+ ∂2
rzH∂rH∂zH + ∂2

zH (∂zH)2
]
dx

︸ ︷︷ ︸
J3

.

(3.25)

Using Proposition 3.3, Hölder inequality, Sobolev embedding, and Young inequality, J1 satisfies

|J1| �
∫

R3
|∇b||∇2H||∇∂zH|dx

� ‖∇b(t, ·)‖L3‖∇2H(t, ·)‖L2‖∇∂zH(t, ·)‖L6

≤ C‖∇b(t, ·)‖L2‖∇b(t, ·)‖L6‖∇2H(t, ·)‖2
L2 +

1
4
‖∇2∂zH(t, ·)‖2

L2 .

Similarly, it follows that for J2

|J2| =
∣
∣
∣
∣

∫

R3

[
(∂rb · ∇H)∂3

rzzH + (∂zb · ∇H)∂3
zH

]
dx

∣
∣
∣
∣

� ‖∇b(t, ·)‖L3‖∇H(t, ·)‖L6‖∇2∂zH(t, ·)‖L2

≤ C‖∇b(t, ·)‖L2‖∇b(t, ·)‖L6‖∇2H(t, ·)‖2
L2 +

1
4
‖∇2∂zH(t, ·)‖2

L2 .

Now we are ready for the estimate related to Hall-effect term. Using integration by parts, it follows that

|J3| =
∣
∣
∣
∣

∫

R3

[
H

((
∂2

rzH
)2

+
(
∂2

zH
)) − H∂3

rzzH∂rH − H∂3
zH∂zH

]
dx

∣
∣
∣
∣

≤ ‖H0‖L∞‖∇∂zH(t, ·)‖2
L2 + ‖H0‖L∞‖∇2∂zH(t, ·)‖L2‖∇H(t, ·)‖L2

≤ ‖H0‖L∞‖∇2∂zH(t, ·)‖L2‖∂zH(t, ·) |L2 + ‖H0‖L∞‖∇2∂zH(t, ·)‖L2‖∇H(t, ·)‖L2

≤ 1
4
‖∇2∂zH(t, ·)‖2

L2 + C0,C∗,T∗ .

Here in the third line above, we have applied the interpolation

‖∇f‖L2 ≤ C‖f‖1/2
L2 ‖∇2f‖1/2

L2

and the boundedness of ‖∇H(t, ·)‖L2 , which follows from Proposition 3.2. Therefore combining the above
estimates, (3.25) indicates

‖∇∂zH(t, )‖2
L2 +

∫ t

0

∥
∥∇2∂zH(s, ·)∥∥2

L2 ds

� ‖∇∂zH0‖2
L2 + ‖∇b‖L∞(0,T∗, L2)‖∇b‖L∞(0,T∗, L6)

∫ t

0

∥
∥∇2H(s, ·)∥∥2

L2 ds + C0,C∗,T∗

≤ C0,C∗,T∗ , for all t ≤ T∗.

�
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Following the result from Proposition 3.4, using interpolation (Lemma 2.1), we arrive that

‖∂zH(t, ·)‖L1(0,T∗, L∞) �
∫ T∗

0

‖∇∂zH(t, ·)‖1/4
L2 ‖∇2∂zH(t, ·)‖3/4

L2 dt ≤ C0,C∗,T∗ . (3.26)

3.5. L∞
T∗L∞ Boundedness of wθ

Consequently, we can arrive the L1
T∗L∞ estimate of wθ. Taking the L∞ estimate of (1.8)2, applying (1.9)

(3.23) and (3.26), one finds

‖wθ(t, ·)‖L∞ �‖wθ
0‖L∞ +

∫ t

0

∥
∥
∥
∥

ur

r
(s, ·)

∥
∥
∥
∥

L∞
‖wθ(s, ·)‖L∞ds

+ ‖wr‖L1(0,T∗, L∞)

∥
∥
∥
∥

uθ

r

∥
∥
∥
∥

L∞(0,T∗, L∞)

+ ‖∂zH‖L1(0,T∗, L∞)‖hθ‖L∞(0,T∗, L∞)

≤C0,C∗,T∗ +
∫ t

0

∥
∥
∥
∥

ur

r
(s, ·)

∥
∥
∥
∥

L∞
‖wθ(s, ·)‖L∞ds.

Gronwall inequality indicates that

‖wθ(t, ·)‖L∞ ≤ C0,C∗,T∗ exp
(∫ t

0

∥
∥
∥
∥

ur

r
(s, ·)

∥
∥
∥
∥

L∞
ds

)
< C0,C∗,T∗ , for all t ≤ T∗. (3.27)

3.6. L∞
T∗L2 ∩ L2

T∗Ḣ1 Boundedness of ∇h

Estimate (3.27) at the end of Sect. 3.5, together with the assumption (1.9) in our main Theorem,
indicate the full Beale–Kato–Majda criterion

∫ T∗

0

‖∇ × u(t, ·)‖L∞dt < ∞. (3.28)

For the general 3D inviscid and resistive Hall-MHD system, one needs another criterion of the magnetic
field to guarantee the regularity up to T∗, say

∫ T∗

0

‖∇h(t, ·)‖q
Lpdt < ∞, where

3
p

+
2
q

≤ 1, 3 < p ≤ ∞. (3.29)

The detailed proof could be found in [26]. However, due to the special structure of axisymmetric velocity
and magnetic fields, together with the vanishing of hrer + hzez, other than proposing an extra condition
(3.29), one can derive an estimate of ∇h in (3.29)’s type. Here goes the result:

Proposition 3.5. Assume that ∇ · u0 = hr
0 = hz

0 ≡ 0. Let (u, h), satisfying (1.9), be the unique local
axially symmetric solution of (1.1) with the initial data (u0, h0) ∈ Hm(R3) (m ≥ 3). Then the gradient
of magnetic field h enjoys the following estimate for T∗ < ∞:

∫ T∗

0

‖∇h(t, ·)‖2
L∞dt < ∞.

Proof. First we perform L2 inner product of (1.1)2 with Δh and integrate by parts to obtain
d

dt
‖∇h(t, ·)‖2

L2 + ‖∇2h(t, ·)‖2
L2

≤
∫

R3

∣
∣
∣
∣

(
hθur

r
− (ur∂r + uz∂z)hθ

)
eθ

∣
∣
∣
∣ |Δh|dx

︸ ︷︷ ︸
K1

+
∫

R3

∣
∣
∣
∣
∂z(hθ)2

r
eθ

∣
∣
∣
∣ |Δh|dx

︸ ︷︷ ︸
K2

. (3.30)
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Because of the previous L2 bound of b (3.3) and ∇b (Prop 3.3), Cauchy–Schwarz inequality and interpo-
lation tell us

K1 ≤
(∥

∥
∥
∥

hθur

r
(t, ·)

∥
∥
∥
∥

L2

+ ‖b · ∇hθ(t, ·)‖L2

)
‖Δh(t, ·)‖L2

� ‖H0‖L∞‖b(t, ·)‖L2‖∇2h(t, ·)‖L2 + ‖∇b(t, ·)‖L2‖∇h(t, ·)‖1/2
L2 ‖∇2h(t, ·)‖3/2

L2

≤ 1
4
‖∇2h(t, ·)‖2

L2 + C0,C∗,T∗
(
1 + ‖∇h(t, ·)‖2

L2

)
.

(3.31)

Meanwhile, the term T2 can be estimates exactly as T1, which follows that
K2 ≤ 2‖H0‖L∞‖∇h(t, ·)‖L2‖Δh(t, ·)‖L2

≤ 1
4
‖∇2h(t, ·)‖2

L2 + C0,C∗,T∗‖∇h(t, ·)‖2
L2 .

(3.32)

After substituting (3.31) and (3.32) into (3.30) and using Gronwall inequality, one arrives at

sup
0≤t≤T∗

‖∇h(t, ·)‖2
L2 +

∫ T∗

0

‖∇2h(t, ·)‖2
L2dt < C0,C∗,T∗ . (3.33)

�
Based on this L∞

t L2 ∩L2
t Ḣ

1 bound of ∇h, now we are in a position to derive a higher order regularity
of h by the maximal regularity of heat flow:

Lemma 3.6 [21, Theorem 7.3]. Let us define the operator A by the formula

A : f �−→
∫ t

0

∇2e(t−s)Δf(s, ·)ds.

Then A is bounded from Lq
(
0, T ;Lp(Rd)

)
to itself for every T ∈ (0,∞] and 1 < p, q < ∞. Moreover,

there holds:

‖Af‖Lq(0,T ;Lp) ≤ C‖f‖Lq(0,T ;Lp).

�
By direct computation from (1.1)2 and (1.7)4,

∂t∇h − Δ∇h = ∇(f(r, z)eθ),

where

f(t, r, z) =
hθur

r
− (ur∂r + uz∂z)hθ +

∂z(hθ)2

r
.

Using tensor notations under the cylindric system, one obtains

∇(f(r, z)eθ) = ∂rfeθ ⊗ er − f

r
er ⊗ eθ + ∂zfeθ ⊗ ez.

For the first term on the right hand side, direct calculation shows

∂rf = ∂rh
θ ur

r
− ∂rb · ∇hθ

︸ ︷︷ ︸
|∇b||∇h|

+H∂ru
r − H

ur

r︸ ︷︷ ︸
|H||∇b|

− b · ∇∂rh
θ

︸ ︷︷ ︸
|b||∇2h|

+2 ∂2
rzh

θH
︸ ︷︷ ︸
|H||∇2h|

+2 ∂zH∂rh
θ

︸ ︷︷ ︸
|∂zH||∇h|

−2 H∂zH︸ ︷︷ ︸
|H||∂zH|

,

which indicates

|∂rf | � |∇b||∇h| + |H||∇b| + |b||∇2h| + |H||∇2h| + |∂zH||∇h| + |H||∂zH|.
Previous results, including Lemma 3.1, Proposition 3.2, Proposition 3.3, Proposition 3.4, together with
(3.33), indicate that

H ∈ L∞(0, T∗;L2 ∩ L∞), ∇H,∇∂zH ∈ L∞(0, T∗;L2),

∇b ∈ L∞(0, T∗;L2 ∩ L6), ∇h ∈ L∞(0, T∗;L2) ∩ L2(0, T∗; Ḣ1).
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Using interpolation and Hölder inequality, it is clear that

∂rf ∈ L2(0, T∗;L2). (3.34)

Moreover, by a similar and simpler argument, we also have
f

r
, ∂zf ∈ L2(0, T∗;L2). (3.35)

Thus, (3.34) and (3.35) infer that

∇(f(t, z)eθ) ∈ L2(0, T∗;L2).

Now the maximal regularity of the heat flow (Lemma 3.6) infers that

∇3h ∈ L2(0, T∗;L2),

which indicates
∫ T∗

0

‖∇h(t, ·)‖2
L∞dt < ∞, (3.36)

by the Sobolev imbedding. This completes the proof.

3.7. End Proof of Theorem 1.1

Based on estimates (3.28) and (3.36), we can actually derive the solution can be smoothly extended to
T∗ by applying strategies in [20] and [26]. Actually Theorem 1.1 of [26] can be applied directly just by
remembering L∞ ↪→ Ḃ0

∞,∞.
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Appendix: Initial Data Regularity Analysis

Here are some derivations about the regularity of initial data. We have the following Lemma.

Lemma A.1. Suppose a vector function v(x) = vr(r, z)er +vθ(r, z)eθ +vz(r, z)ez is axially symmetric and
belongs to H3(R3), then we have

vr

r
,

vθ

r
∈ H2(R3).

Proof. Starting from v ∈ H3(R3), one can directly derive that

ω :=∇ × v = ωrer + ωθeθ + ωzez ∈ H2(R3),

ω̃ :=∇ × ω = ω̃rer + ω̃θeθ + ω̃zez ∈ H1(R3).
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Noting that for an axially symmetric vector function f = fr(r, z)er + fθ(r, z)eθ + fz(r, z)ez and 0 < p <
+∞

|∇f |p �p |∇fr|p + |∇fθ|p + |∇fz|p +
∣
∣
∣
∣
fr

r

∣
∣
∣
∣

p

+
∣
∣
∣
∣
fθ

r

∣
∣
∣
∣

p

. (A.1)

First from ∇v and ∇ω̃ belongs to L2(R3), we have

vr

r
,

vθ

r
∈ L2(R3) and

ω̃r

r
,

ω̃θ

r
∈ L2(R3). (A.2)

Meanwhile, direct calculation shows

−
(

∂2
r +

3
r
∂r + ∂2

z

)
vr

r
=

ω̃r

r
, −

(
∂2

r +
3
r
∂r + ∂2

z

)
vθ

r
=

ω̃θ

r
.

Following the idea in [17,19] (see also [22], Sect. 3), we treat the operator (∂2
r + 3

r ∂r + ∂2
z ) as a 5D

Laplacian Δ5, by formally writing x̃ = (x1, x2, x3, x4, z), r =
√

x2
1 + x2

2 + x2
3 + x2

4. Since r−2 is a legal Ap

weight for Riesz operator in R
5, (See [24, Chapter V] for more details about Ap weight. ) one has

∫

R3

∣
∣
∣
∣∇2 vr

r

∣
∣
∣
∣

2

dx =2π

∫ ∞

−∞

∫ ∞

0

∣
∣
∣
∣∇2 vr

r

∣
∣
∣
∣

2

r−2r3drdz �
∫

R5

∣
∣
∣
∣∇2(−Δ5)−1 ω̃r

r

∣
∣
∣
∣

2

r−2dx̃

�
∫

R5

∣
∣
∣
∣
ω̃r

r

∣
∣
∣
∣

2

r−2dx̃ �
∫

R3

∣
∣
∣
∣
ω̃r

r

∣
∣
∣
∣

2

dx.

Together with (A.2), we find vr

r , vθ

r ∈ H2(R3), which proves Lemma A.1. �
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Poincaré Anal. Non Linéaire 33(4), 1009–1022 (2016)
[12] Chen, Q., Zhang, Z.: Regularity criterion of axisymmetric weak solutions to the 3D Navier–Stokes equations. J. Math.

Anal. Appl. 331, 1384–1395 (2007)
[13] Dai, M.: Local well-posedness of the Hall-MHD system in Hs(Rn) with s>n/2. Math. Nachr. 293(1), 67–78 (2020)
[14] Fan, J., Huang, S., Nakamura, G.: Well-posedness for the axisymmetric incompressible viscous Hall-

magnetohydrodynamic equations. Appl. Math. Lett. 26(9), 963–967 (2013)
[15] Fan, J., Li, F., Nakamura, G.: Regularity criteria for the incompressible Hall-magnetohydrodynamic equations. Nonlinear

Anal. 109, 173–179 (2014)
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